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Abstract
Existing machine learning inference-serving systems largely
rely on hardware scaling by adding more devices or using
more powerful accelerators to handle increasing query de-
mands. However, hardware scaling might not be feasible for
�xed-size edge clusters or private clouds due to their limited
hardware resources. A viable alternate solution is accuracy
scaling, which adapts the accuracy of ML models instead
of hardware resources to handle varying query demands.
This work studies the design of a high-throughput inference-
serving system with accuracy scaling that can meet through-
put requirements while maximizing accuracy. To achieve
the goal, this work proposes to identify the right amount of
accuracy scaling by jointly optimizing three sub-problems:
how to select model variants, how to place them on het-
erogeneous devices, and how to assign query workloads
to each device. It also proposes a new adaptive batching
algorithm to handle variations in query arrival times and
minimize SLO violations. Based on the proposed techniques,
we build an inference-serving system called Proteus and em-
pirically evaluate it on real-world and synthetic traces. We
show that Proteus reduces accuracy drop by up to 3⇥ and
latency timeouts by 2-10⇥ with respect to baseline schemes,
while meeting throughput requirements.

CCS Concepts: • Computer systems organization !
Cloud computing; Neural networks.

Keywords: Inference serving, model serving, machine learn-
ing, autoscaling

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for pro�t or commercial advantage and that
copies bear this notice and the full citation on the �rst page. Copyrights
for components of this work owned by others than the author(s) must
be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior speci�c
permission and/or a fee. Request permissions from permissions@acm.org.
ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA
© 2024 Copyright held by the owner/author(s). Publication rights licensed
to ACM.
ACM ISBN 979-8-4007-0372-0/24/04. . . $15.00
h�ps://doi.org/10.1145/3617232.3624849

ACM Reference Format:
Sohaib Ahmad, Hui Guan, Brian D. Friedman, Thomas Williams,
Ramesh K. Sitaraman, and Thomas Woo. 2024. Proteus: A High-
Throughput Inference-Serving System with Accuracy Scaling. In
28th ACM International Conference on Architectural Support for Pro-
gramming Languages and Operating Systems, Volume 1 (ASPLOS
’24), April 27-May 1, 2024, La Jolla, CA, USA. ACM, New York, NY,
USA, 15 pages. h�ps://doi.org/10.1145/3617232.3624849

1 Introduction
The growing popularity of machine learning (ML) has led to
the development of inference-serving systems1, where cloud
providers execute pre-trained ML models on their infras-
tructure to provide fast and accurate responses to inference
queries. In such a system, the provider guarantees certain
service level objectives (SLOs) to users in terms of latency
deadlines. Meanwhile, the provider wants to maximize their
hardware utilization by increasing throughput in order to
serve as many queries as possible in a short amount of time.
Recent years have seen considerable interest in develop-

ing high-throughput inference-serving systems. Prior work
has focused on enhancing system throughput through tech-
niques such as multi-tenancy [28, 35], batching [8, 9, 36], and
low-level optimizations [14, 42, 46]. While these optimiza-
tions are e�ective, they primarily rely on hardware scaling,
i.e., adding more devices or using more powerful accelera-
tors, to accommodate higher query demands (in terms of
queries per second or QPS). However, hardware scaling may
not be feasible for private clouds owned by enterprises or
edge clusters due to the limited availability of hardware re-
sources. Purchasing and maintaining more devices to cater
to peak demands can be expensive and cost-ine�ective.
To address the limitations of hardware scaling, this pa-

per focuses on an orthogonal perspective, accuracy scaling,
which adapts model accuracy instead of hardware resources
to meet varying query demands. Accuracy scaling is moti-
vated by the fact that ML models can o�er varying degrees
of accuracy depending on the time spent computing the an-
swer. Less time spent on computation leads to less accurate

1Inference-serving systems have also been referred to as model-serving
systems in the literature.
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results but higher throughput. When the demand is high,
an inference-serving system can serve queries using less
accurate model variants to avoid SLO violations. Similarly,
when the demand drops, it can serve queries using more ac-
curate model variants to improve accuracy. These di�erent
accuracy levels are provided by di�erent variants of deep
neural networks (DNNs), which can be created through ex-
isting compression techniques such as quantization [39] and
pruning [6], or as part of the neural network architecture
design. The creation of these variants is complementary to
our work. Throughout the paper, we use the term “model
variants” to refer to DNN models with varying accuracy and
performance pro�les.
In this paper, our goal is to build an inference-serving

system on a heterogeneous cluster via accuracy scaling such
that the system can serve varying query demands with high
system accuracy. System accuracy refers to the averaged ac-
curacy of queries that are served by the system. We assume
that every query prefers the most accurate model variant if
resource permits, but is willing to accept lower accuracy in
exchange for timely response when resources are tight. This
assumption is practical in many cases such as recommen-
dation systems and real-time applications where a timely
response can be more critical than an accurate yet sluggish
response, or even worse, dropped requests [13, 23].
To achieve this goal, we need to address two challenges

raised by accuracy scaling when managing resources on an
inference-serving system. The �rst challenge is to determine
the right amount of accuracy scaling to serve a target query
demandwith high system accuracy. The system can overshoot
the query demand by hosting less accurate model variants
but introduce unnecessary accuracy drops to end-users. On
the other hand, if the system undershoots the target query
demand by hosting more accurate model variants, users will
experience SLO timeouts.

To address the �rst challenge, our key insight is that identi-
fying the right amount of scaling requires jointly optimizing
three sub-problems when allocating system resources. Miss-
ing any of these sub-problems results in a sub-optimal solu-
tion that leads to high SLO violations and/or high accuracy
loss. The �rst sub-problem, model selection, aims to choose
the appropriate set of model variants and the number of
replicas for each model variant. As the accuracy-throughput
trade-o� for a model variant varies across di�erent device
types, the second sub-problem, model placement, determines
the placement of each selected model variant on a particular
device of a heterogeneous cluster. In addition, an inference-
serving system is usually shared by multiple applications,
each corresponding to a query type. The last sub-problem
query assignment speci�es the percentage of queries from
each query type that can be assigned to a model variant
hosted on a particular device.
Based on this insight, we formulate the problem using

a mixed integer linear programming (MILP) framework to

derive the optimal resource allocation given a target query
demand. Since the target query demand changes over time,
it is necessary to keep adjusting the plan accordingly. Ideally,
each query arrival could trigger the MILP solver; however, in
this case, solving the MILP problem would lie in the critical
path of query execution, introducing signi�cant run-time
overhead. This motivates us to decouple the control path that
manages resources from the data path that serves queries.We
trigger the MILP solver in response to macro-scale changes
in query demand over a period of time to ensure that the
system has su�cient capacity to serve incoming queries.
We then rely on per-device query execution to handle the
micro-scale variations in the arrival times of queries.

This raises the second challenge: how to adaptively batch
queries on each device to handle variations in query arrival
times such that SLO violations are minimized? Query execu-
tion on individual devices typically batches multiple infer-
ence queries together to improve throughput. When queries
arrive at a uniform rate, it is easy to determine a �xed batch
size that can maximize throughput without incurring SLO
violations. However, when there is variation in the query
inter-arrival times, batching needs to be adaptive due to two
reasons: (i) the number of queries arriving per second may
change over time, requiring a di�erent batch size, and (ii)
delaying query execution slightly can improve throughput
and absorb micro-scale query arrival variations. We present
a non-work-conserving approach to adaptive batching that
can handle micro-scale query load �uctuations e�ectively
without requiring any changes to the underlying ML frame-
work. It can delay requests momentarily if it results in higher
throughput and dynamically determines suitable batch sizes
based on the queue status and query latency requirements.

Based on the proposed techniques, we build an inference-
serving system called Proteus2. We evaluate Proteus against
three state-of-the-art inference-serving systems, INFaaS [35],
Sommelier [17], and Clipper [9], using query workloads de-
rived from a real-world Twitter trace and synthetic traces.
Our experiments show that compared to baselines that do not
scale accuracy, Proteus improves system throughput by 60%
and reduces SLO violations by 10⇥ due to accuracy scaling;
and compared to baselines that also scale accuracy, Proteus
minimizes accuracy drop by up to 3.2⇥ and reduces SLO
violations by up to 4.3⇥ because of better resource allocation
and batching algorithms.
Our contributions.We make the following key contri-

butions.
• We present a theoretical framework for resource man-
agement of an inference-serving system that exploits
accuracy scaling to ensure that the system throughput
is su�cient to meet the query demand while maximiz-
ing system accuracy.

2Proteus is named after a Greek god of the same name who had the ability
to change shape and form to avoid capture by the enemy.



Proteus: A High-Throughput Inference-Serving System with Accuracy Scaling ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA

0 10 20 30 40 50 60
System Thr %ghp%t Capacity (QPS)

76

77

78

79

80

81

82

83

84

85

Sy
st
em

 A
cc
%r
ac
y 
(%

)

V100
1080 Ti
CPU

(a)

40 60 80 100 120 140 160
System Thr %ghp%t Capacity (QPS)
76

77

78

79

80

81

82

83

84

85

Sy
st
em

 A
cc
%r
ac
y 
(%

)

Paret  Fr ntier

(b)
Figure 1. Illustration on how di�erent resource allocation
con�gurations a�ect system throughput capacity and accu-
racy. Models are E�cientNet variants and batch size is one.
(a) Accuracy-throughput trade-o� on three di�erent devices
for E�cientNet variants. (b) Accuracy-throughput trade-o�s
for all possible con�gurations with �ve E�cientNet variants
and �ve devices.

• We propose a proactive adaptive batching algorithm
that can handle query load �uctuations e�ectively via a
non-work-conserving approach. The algorithm is easy
to implement without requiring modi�cations to the
underlying ML framework and reduces SLO violations
by up to 4⇥ compared to baselines.

• Wedesign Proteus, a high-throughput inference-serving
system with accuracy scaling. Proteus decouples the
control and data paths of inference-serving to per-
form optimal resource allocation asynchronously from
query serving. To the best of our knowledge, Proteus
is the �rst system to study accuracy scaling in a cluster
setting.

• We evaluate Proteus on a production system that is
currently used by actual users within a large enterprise
and perform trace-based simulations of the system.We
show that Proteus reduces the accuracy drop by up
to 3.2⇥ and SLO violations by 2.8-10⇥ compared to
state-of-the-art baselines while meeting throughput
requirements.We also show that our simulation results
closely match the results from our production system.

2 Motivation and Challenges
This section �rst explains themotivation for accuracy scaling
and then elaborates on the main challenges to e�ectively
capitalize on accuracy scaling to build a high-throughput
inference-serving system with minimal SLO violations.

2.1 Motivation
Many existing inference-serving systems rely on scaling out
to more devices or scaling up to faster devices to handle the
increasing query demands. However, in certain scenarios,
such hardware scaling is not practical. For example, an edge
cloud-based serving system may have a limited number of
devices available, and an enterprisemaymaintain a �xed-size
cluster to serve internal users.

A viable alternative in these cases is accuracy scaling,
which is motivated by the natural trade-o� between through-
put and accuracy of inferenceworkloads. This trade-o� exists
because models with lower accuracy are usually smaller neu-
ral networks, e.g., having a smaller number of parameters
and layers, etc., therefore requiring less computation, allow-
ing more requests to be served in a given amount of time,
and providing higher throughput. Figure 1a shows the ac-
curacy of E�cientNet variants [40] and their throughput in
queries per second (QPS) on three di�erent types of devices.
The batch size is set to one for simplicity of demonstration.
The �gure shows that for a given device type, a model vari-
ant with lower accuracy can achieve higher throughput. An
inference-serving system can replace hosted model variants
with their less accurate counterparts in order to serve an
increasing query load, and later switch to more accurate
model variants once the query load returns to normal.
2.2 Challenges and Opportunities
Building an inference-serving system has two main chal-
lenges as detailed below.

Challenge 1: “Right” amount of accuracy scaling. The
�rst challenge lies in determining the right amount of ac-
curacy scaling to meet a target query demand. With tradi-
tional hardware scaling, an inference-serving system would
provision the appropriate amount of hardware resources
su�cient to meet a target query demand. Hardware under-
provisioning would lead to performance degradation while
over-provisioning would introduce unnecessary hardware
costs. Similarly, with accuracy scaling, one can under-scale or
over-scale. In one extreme case, the system can always host
the most accurate model variants to maximize accuracy but
will su�er from relatively low throughput and risk high SLO
violation rates. In another extreme, the system can always
host the least accurate model variants to maximize through-
put, but will su�er from unnecessary accuracy drops. The
right amount of accuracy scalingmeans that the system hosts
the right set of model variants on the right devices and as-
signs the right amount of queries to each device. Solving the
above resource allocation problem is complicated because
of the huge con�guration space resulting from three factors:
many model variants, heterogeneous devices, and many ap-
plications. Missing any factor would lead to a sub-optimal
allocation, as we show empirically in our evaluation.
Factor 1: Many model variants. A query can be served by

many variants of the same model, resulting in a wide range
of throughput and accuracy. Figure 1a demonstrates this
problem. Even if we consider a single device, e.g., NVIDIA
GTX 1080 Ti, �ve di�erent selections of E�cientNet variants
result in a 3.3⇥ di�erence in throughput and around 8%
di�erence in accuracy. The problem becomes more di�cult
when we have a cluster of devices, resulting in an even wider
range of possibilities. With M model variants and N devices,
there are"# possible con�gurations, each of them resulting
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in di�erent system throughput and accuracy. Selecting the
right model variant for each of the devices depends on the
query demands on the system.
Factor 2: Heterogeneous devices.Modern computing clus-

ters typically consist of di�erent types of hardware devices,
such as di�erent types of CPUs and GPUs. This is due to
the fact that enterprises typically upgrade their hardware
incrementally, for example, adding newer and faster GPUs
to their existing �eet of hardware as they become available,
instead of completely replacing old ones. As each model
variant has a di�erent throughput pro�le across devices, the
con�guration space becomes even larger. For a given selec-
tion of model variants, there are # !ways to place them on #
di�erent devices, leading to a much broader set of possibili-
ties for overall system throughput and accuracy. Figure 1b
illustrates the system throughput capacity and accuracy for
all possible mappings between 5 E�cientNet variants and
5 devices. We assume that all devices serve the maximum
number of queries feasible without SLO violations. Out of
all 3125 possible con�gurations, we are only interested in
those at the Pareto frontier, due to the fact that for a given
throughput requirement, con�gurations at the Pareto fron-
tier yield the highest possible system accuracy compared
to other con�gurations. The results imply that identifying
the right amount of accuracy scaling requires co-optimizing
model selection and model placement.
Factor 3: Many applications. The optimization problem is

further complicated by the multi-tenant nature of inference-
serving systems. An inference-serving system usually serves
queries from many applications, each corresponding to a
particular query type. In this case, the model variants that
are selected for each query type and their mapping to devices
further depend on how many and what kind of devices are
allocated to each query type. When the query demand for
any query type changes, the best resource allocation plan to
achieve the highest accuracy also changes.
Opportunities. The above challenge can be formulated as

three sub-problems for resource allocation: model selection,
model placement, and query assignment, that can be jointly
solved using mixed integer linear programming (MILP). We
elaborate on the MILP formulation in Section 4. Solving the
MILP problem takes time, while queries have strict latency
requirements. Triggering the MILP solvers on query arrivals
would place the resource allocation problem on the critical
path of serving queries, adding a signi�cant run-time over-
head to queries’ response time. To avoid the problem, we de-
couple resource allocation from query serving. Resources are
re-allocated when the macro-scale query demand changes to
ensure that the system has enough throughput capacity to
handle incoming queries. As it comes down to each device to
serve individual queries, each device can handle non-uniform
query arrivals with adaptive batching to avoid SLO violations.
This motivates us to design an inference-serving system that

separates the control path that manages resources from the
data path that serves queries (see Section 3).
Challenge 2: Adaptive Batching. Decoupled resource

allocation and query serving rely heavily on adaptive batch-
ing to handle micro-scale �uctuations in query arrival times.
Batching multiple queries together can improve the through-
put of an inference-serving system. However, it can also
increase the waiting time for queries since all queries that
are executed in a batch must �nish processing before the
results are returned to the user. If the batch size is increased
beyond a certain point, requests will start to miss their la-
tency SLOs. Since queries arrive non-uniformly, we need to
dynamically adjust batch sizes based on query arrival times
to minimize SLO violations.
Although adaptive batching is studied in prior work, we

�nd their approaches ine�cient. Clipper [9] adapts its batch
size reactively based onwhether the current batch size causes
timeouts. Nexus [36] presents a proactive early dropping ap-
proach but performs poorly when query load �uctuates due
to its work-conserving approach. Lazy Batching [8] requires
signi�cant changes to the underlying ML framework.
Opportunities. We �nd that a non-work-conserving ap-

proach for adaptive batching is better than awork-conserving
approach in stabilizing the system when query inter-arrivals
are non-uniform. In a work-conserving approach, a worker
immediately executes the next batch of queries after the cur-
rent batch �nishes. This approach is adopted by Nexus and
demonstrated to su�er from low throughput and high SLO
violations on bursty workloads in our empirical evaluation
(Section 6.4). In contrast, a non-work-conserving approach
waits as long as possible to accumulate more queries before
executing a batch. Although it may leave the device idle at
times if the load is low, we show that it improves system
throughput and reduces SLO violations. Moreover, we �nd
that a proactive approach to batch size adaptation incurs
signi�cantly fewer latency SLO timeouts than a reactive
approach, such as Clipper’s, as detailed in Section 6.4.

We present a novel adaptive batching algorithm following
a proactive, non-work-conserving approach without requir-
ing modi�cations to the ML framework in Section 5.

3 Overview of Proteus
We present Proteus, a high-throughput inference-serving
system that leverages accuracy scaling to handle varying
query demands. This section presents an overview of the
system architecture while Sections 4 and 5 will elaborate on
the core modules of Proteus.

Figure 2 illustrates the overall system architecture of Pro-
teus. It has three major components: Controller, Load Bal-
ancers, and Workers. These components are involved di�er-
ently in two types of interactions with the system.
The �rst type of interaction is for developers to regis-

ter an application and its model variants. The pipeline is
marked with dotted arrows in Figure 2. After the controller



Proteus: A High-Throughput Inference-Serving System with Accuracy Scaling ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA

W
or

ke
r Adaptive Batching

Hardware Executor

Co
nt

ro
lle

r
Model Registry

Resource Manager
Request Router

Lo
ad

 B
al

an
ce

r

Monitoring 
Daemon

User sends
query

Query
response

2 3

2

3

Face Detection Object Recognition

Ap
pl

ic
at

io
n

200ms
deadline

100ms
deadline

1
Register
app/model Registered1 44

Control path
Data path

Model Profiler

Statistics Collector
De

ve
lo

pe
r

Figure 2. System architecture of Proteus.
receives an application register command, it creates a new
load balancer for that application and sets up workers to
serve queries from that application. Proteus will automati-
cally manage which model variant to use to serve each query
and where to place the model variants. This model-less in-
terface is similar to the recent work, INFaaS [35]. Our core
system design contribution lies in how resources are managed
when serving queries, i.e., the second type of interaction de-
scribed next.
The second type of interaction is for registered applica-

tions to send inference queries and receive query responses.
The data path is marked with solid arrows in Figure 2. A
query from a registered application is directly sent to the
application’s assigned load balancer. The load balancer then
routes the query to an appropriate model variant that is
hosted on a worker machine for query execution. Proteus
responds to the application with the inference results. Since
queries from each application are handled by its speci�c load
balancer, Proteus avoids a single-point performance bottle-
neck when supporting many applications. The separation
of the controller and load balancer is a design choice that
makes Proteus more �exible and robust, allowing it to per-
form resource allocation without being on the critical path
to inference-serving.
Controller. The controller receives the registration of the
application and model variants and con�rms the registration
status. It has four modules: (1) a resource manager that de-
termines the resource allocation strategy including model
selection, placement, and query assignment when the query
demands change, (2) a model registry that handles applica-
tion and model variant registration, (3) a model pro�ler that
pro�les the performance of each model variant on di�er-
ent types of devices, and (4) a statistics collector that collects

query demand statistics from all load balancers, used to deter-
mine when to re-allocate resources. If re-allocation is needed,
these statistics are used as inputs to the resource manager
to derive a new optimal resource allocation con�guration.
Moreover, the resource manager also consults the model
registry and model pro�ler to make re-allocation decisions,
in order to identify model variants that can meet demand
with high accuracy. The model pro�ler is invoked every time
new models are registered, as well as periodically to poll the
inference latency of currently hosted model variants run-
ning on the workers, and stores the pro�ling information in
an in-memory key-value store, keyed by the 3-tuple (model
variant, device type, batch size) to ensure a$ (1) lookup time.
Load Balancer. A load balancer receives inference queries
from its designated application and responds to them with
model execution results. Load balancers for di�erent reg-
istered applications could be distributed across multiple
machines to avoid network congestion. Each load balancer
includes two modules: (1) a request router that dispatches
queries to model variants hosted on worker machines based
on a query assignment policy, and (2) a monitoring daemon
that monitors query demands at runtime and reports the sta-
tistics to the controller periodically. The query assignment
policy is determined by the controller. If the load balancer
detects a burst of requests or overload on any of its work-
ers, it calls the controller to re-allocate resources. There is
one load balancer for each query type (i.e., application), and
usually multiple workers for each query type.
Workers. Each worker executes its hosted model variant
to serve inference queries assigned by the request router. A
worker includes two modules: (1) an adaptive batching mod-
ule that dynamically determines the suitable batch size to im-
prove throughput while meeting query latency constraints,
and (2) a hardware executor that manages the deployment
and execution of model variants.

We next explain the two core modules, the Resource Man-
ager in Section 4 and Adaptive Batching in Section 5.

4 Resource Management
The Resource Manager identi�es the optimal model selec-
tion, model placement, and query assignment solution to
meet a target query demand while maximizing system ac-
curacy by solving an MILP optimization. Depending on the
solution, it could terminate some instances of model vari-
ants currently hosted on devices and start instances of other
model variants. It also propagates a new query assignment
policy to the request routers. Under stable query demand
conditions, the Resource Manager is invoked periodically.
However, if the demand changes rapidly in a short period of
time, the monitoring daemon in the load balancers invokes
the Resource Manager to respond to the burst.

Note that the Resource Manager responds to macro-scale
changes in the workload, measured by the incoming demand
in terms of QPS, whereas the adaptive batching, as explained
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Constants/subscripts:
@ the @-th query type. Each type is a registered application.
< the<-th model variant for a query type
3 the 3-th device
�< the accuracy of model variant<
⌫<,@ true if model variant< serves query type @; false other-

wise
%3,<,@ the peak throughput capacity of model variant< on de-

vice 3 serving query type q
Inputs:
B@ throughput in QPS required for the query type @

Optimization variables:
G3,< true if model variant< is hosted on device 3 ; false other-

wise
~3,@ percentage of queries of type @ routed to device 3
Intermediate variables:
0@ sum of accuracy of all queries of type @
I3,@ number of queries served by device 3 of query type @

Table 1. Notation used for the optimization

in Section 5, responds to micro-scale changes in terms of
varying query inter-arrival times.
The resource management problem. We now formulate
the resource management problem with accuracy scaling
using MILP. The objective is to maximize accuracy while
meeting a target serving throughput. We �rst explain two
optimization variables collectively representing the resource
allocation plan and then de�ne the system serving through-
put and system accuracy based on the two variables. Lastly,
we present the MILP formulation of the resource manage-
ment problem. Table 1 summarizes the notations.
Optimization Variables: Let {G3,<} be Boolean variables

indicating themodel selection and placement policy, together
called model allocation. G3,< is True if model variant< is
hosted on the device 3 . Let {~3,@} be a query assignment
plan where ~3,@ 2 [0, 1] indicates the percentage of queries
of type @ routed to device 3 . Each query type corresponds
to one registered application and can only be served by the
registered set of model variants.
The two variables must meet three constraints. First, in

this work, we consider that each device hosts at most one
model variant to avoid interference (Eq. 1). Second, the total
ratio of queries for a given type routed to all devices can
never be larger than one (Eq. 2). Third, a query assignment
must ensure that the model variant hosted on a device sup-
ports the assigned query type (Eq. 3). Let ⌫<,@ be the Boolean
constant that denotes whether model variant< can serve
query type @. We formalize the three constraints as follows:’

<

G3,<  1 83 (1)
’
3

~3,@  1 8@ (2)

’
<

’
3

⌫<,@ .G3,< .~3,@ =
’
3

~3,@ 8@ (3)

Serving Throughput: Let I3,@ be the number of queries per
second of query type@ served by the device3 . System serving
throughput is the number of queries served by all devices:Õ

3
Õ

@ I3,@ . Note that
Õ

@ I3,@ cannot be larger than the total
number of queries assigned to device 3 (Eq. 4) or the peak
throughput capacity of that device (Eq. 5). Furthermore, we
require that all incoming demand be served by the system
(Eq. 6). Let B@ be the number of queries per second (QPS)
for the query type @. The total number of queries assigned
to device 3 is:

Õ
@ ~3,@ .B@ . Let %3,<,@ be the peak throughput

capacity of the model variant< pro�led on device 3 for the
query type @. The peak throughput of device 3 for query
type @ is then

Õ
< %3,<,@ .G3,< . The serving throughput of a

device 3 follows three constraints:’
@

I3,@ 
’
@

~3,@ .B@ 83 (4)

I3,@ 
’
<

%3,<,@ .G3,< 83,@ (5)
’
3

I3,@ = B@ 8@ (6)

E�ective Accuracy (also called System Accuracy): For each
model variant <, the number of queries of query type @
served by it is

Õ
3
Õ

@ G3,< .I3,@ .B@ . Let �< be the accuracy of
model variant<. We can get the accuracy of all queries of
type @ as: 0@ =

Õ
< �< .(Õ3 G3,< .I3,@ .B@)). E�ective accuracy

is the average accuracy of all queries served as
Õ

@ 0@ .
MILP Formulation: The resource management problem

identi�es the optimal model selection and placement {G3,<}⇤
and the query assignment {~3,@}⇤ to maximize e�ective ac-
curacy

Õ
@ 0@ while reaching a target serving throughputÕ

3
Õ

@ I3,@ high enough to serve the incoming queries {B@}.
The problem can be formulated as:

max
{G3,< },{~3,@ }

’
@

0@ B .C . Constraints Eqs. 1-6 (7)

Solving the MILP. The Resource Manager solves the MILP
exactly to identify a global optimal model allocation and
query assignment policy. Note that the time overhead to
solve the MILP does not lie on the critical path of query
serving as the MILP is called asynchronously. We provide
overhead details in Section 6.8. When solving the MILP, B@
is set to be the demand by default. However, if demand in-
creases beyond a certain point, even using the lowest ac-
curacy model variants for every query type might still not
meet throughput demand. In this case, the MILP solver im-
mediately reports that the constraints are infeasible, and we
solve the MILP again by decreasing B@ by a small value.
Estimation of throughput capacity. Solving the MILP
problem requires us to estimate each %3,<,@ , the throughput
capacity of each model variant on a device for a query type.
Increasing the batch size improves the throughput of a model
variant but also increases the processing latency. So we �rst
estimate the maximum batch size that we can use for each
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model variant without violating a query’s latency SLO and
then pro�le the throughput capacity using that batch size.
Speci�cally, [36] observes that to prevent latency timeouts,
the maximum inference latency for any model cannot ex-
ceed half of its latency SLO since in the worst case, a query
arriving just after a batch starts executing must be executed
with the next batch, so the response time for the query is at
most twice the processing latency. Using this observation,
we calculate the maximum batch size for each (3,<,@) pair
that meets the SLO requirement. Note that in addition to
latency constraints, the maximum batch size is also bounded
by the memory constraint of each device, since larger batch
sizes require more memory. Hence, the maximum allowed
batch size is the minimum of the following: (i) the maximum
batch size that meets SLO, (ii) the maximum batch size that
�ts in the memory of 3 .

We use the maximum allowed batch size of each (3,<,@)
pair, along with the pro�led latency of model variant <
on device 3 for query type @, to calculate the throughput
capacity %3,<,@ of that pair.

%3,<,@ =
Maximum allowed batch size for 3,<,@

Pro�led latency (seconds)

5 Adaptive Batching
While the Resource Manager makes model allocation and
query assignment decisions based on a target serving through-
put, it is the responsibility of each device to serve queries
assigned to it without violating the latency constraints. Adap-
tive batching dynamically determines the optimum batch
size to use based on queue conditions to minimize SLO vio-
lations.

The Proteus adaptive batching algorithm is based on two
key ideas. Firstly, it is a proactive algorithm: it ensures that no
queries in the queue timeout unnecessarily since we proac-
tively start processing the queries just before the �rst query
in the queue is in danger of violating its latency SLO. Sec-
ondly, it is non-work-conserving: it may leave the device idle
at times if this helps to accumulate more queries before start-
ing batched execution. This allows the algorithm to improve
throughput as much as possible on a given device without
violating latency SLOs. This also helps to smooth out non-
uniform query inter-arrivals in order to handle micro-scale
query demand variations.

Figure 3 illustrates the approach. Suppose that we have @
queries in the queue and that the �rst query will expire at
)4G? (1). To process a batch of@+1 queries, time)?A>24BB (@+1)
is required.We de�ne)<0G_F08C (@+1) = )4G? (1)�)?A>24BB (@+
1), or in other words, the maximum time that we will wait for
the@+1BC query to arrive. If we have not reached)<0G_F08C (@+
1) yet, we can wait for more queries to arrive in the queue
since we are not in danger of violating any query’s latency
SLO. While waiting until)<0G_F08C (@ + 1) to �ll up the batch,
there can be two possibilities:

Texp(1)

Tprocess(q+1)

Tmax_wait(q+1)

q+1 q+11 2 q

Figure 3. Adaptive batching in Proteus
Case 1: We do not receive any query until )<0G_F08C (@ + 1).
In this case we will start executing the current queries in
the queue with a batch size of @ at )<0G_F08C (@ + 1), because
if any query arrives after this time and we were to execute
with a batch size of @ + 1, the �rst query in the queue would
expire by the time the batch �nishes processing.
Case 2: We receive the @ + 1BC query before )<0G_F08C (@ +
1). In this case, we calculate )<0G_F08C (@ + 2). Note that
)<0G_F08C (@ + 2) < )<0G_F08C (@ + 1) since )?A>24BB (@ + 2) >
)?A>24BB (@ + 1). If we are already past )<0G_F08C (@ + 2), that
means we cannot wait for the @ + 2=3 query; otherwise, our
�rst query will expire, so we execute with a batch size of
@ + 1 which will not result in any timeouts since we execute
before )<0G_F08C (@ + 1). If we are not past )<0G_F08C (@ + 2),
then we wait to accumulate more queries in the queue and
repeat the same procedure with @0 = @ + 1.
As we will see in Section 6.4, the proposed batching al-

gorithm outperforms re-active approaches, e.g., Clipper’s
AIMD batching, and even proactive work-conserving ap-
proaches, e.g., Nexus’s early drop batching.

6 Evaluation
This section evaluates the e�cacy of Proteus. We begin by
describing the experimental setup common to all experi-
ments (Section 6.1). We provide an end-to-end quantitative
analysis on the performance of Proteus and baselines (Sec-
tion 6.2). We also measure the responsiveness of each of
these approaches to bursty workloads (Section 6.3). We eval-
uate Proteus’s adaptive batching algorithm individually to
Clipper and Nexus’s batching algorithm (Section 6.4). We
then perform an ablation study of Proteus to quantify the
bene�t of its individual components (Section 6.5). We also
report the e�ect of varying latency SLOs (Section 6.6) and the
performance breakdown for di�erent model families (Sec-
tion 6.7). Finally, we quantify the overheads of Proteus’s
decision-making (Section 6.8).
6.1 Experimental Setup
6.1.1 Baselines. We select a spectrum of baselines ranging
from fully static (Clipper), to partially dynamic (Sommelier),
to fully dynamic (INFaaS). We describe each of them below
and implement them in our simulator and cluster system.
Clipper: Clipper is one of the fundamental works in inference-
serving, however, it does not dynamically place models in a
heterogeneous cluster or perform any accuracy scaling. This
baseline pre-loads a static resource allocation at the start of
the experiment.We extend Clipper to use ourMILP to get this
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Feature Clipper Sommelier INFaaS Proteus
Model placement Static Static Heuristic MILP
Model selection Static Heuristic Heuristic MILP
Accuracy scaling No Limited3 No4 Yes
Adaptive batching Yes No Yes Yes

Table 2. Comparing Proteus features with baselines

initial allocation. Since Clipper cannot scale, we implement
two versions, one that maximizes throughput by using the
least accurate model variants: Clipper-HT (High Through-
put), and another that maximizes serving accuracy by us-
ing the most accurate model variants: Clipper-HA (High
Accuracy). Clipper uses an additive-increase multiplicate-
decrease (AIMD) heuristic to perform adaptive batching.
We �rst evaluate Clipper end-to-end with our system and
then separately evaluate its batching algorithm against ours
in Section 6.4. Note that Clipper is also representative of
other static inference-serving systems, such as TensorFlow-
Serving [32] and NVIDIA Triton Inference Server [5] since
none of these systems dynamically adapt the resource al-
location of model variants in a cluster and depend on the
application developer to handle it.
Sommelier: Sommelier can suggest alternate models to
meet throughput requirements for a single server device and
switch out a high accuracy model variant for a low accuracy
variant when high throughput is needed. We refer to Somme-
lier as being partially dynamic as it only works with a single
device and model but does not perform resource allocation at
the cluster level. Moreover, Sommelier does not include adap-
tive batching by default as it is primarily a model repository
that can interface with an inference-serving system and is
not designed as an inference-serving system itself. Therefore
we extend it by using our adaptive batching algorithm and
MILP to get its initial model placement.
INFaaS: INFaaS is the most dynamic baseline we use as it
dynamically changes model selection and model placement.
However, INFaaS does not perform accuracy scaling by de-
fault, since it treats accuracy as a constraint to be met and
minimizes the cost of running instances. In our setting, since
the cost of the cluster is �xed, we tweak INFaaS slightly to
use accuracy drop as its objective to minimize while using
the cost of running instances as a constraint, i.e., it cannot
exceed the �xed size of the cluster. We call this baseline
INFaaS-Accuracy, a version of INFaaS optimized for accuracy
scaling. INFaaS-Accuracy minimizes accuracy drop using the
allocation strategy from INFaaS, thereby maximizing serving
accuracy and giving us a version of INFaaS directly com-
parable to Proteus. Note that INFaaS-Accuracy just swaps
accuracy and cost in INFaaS as its objective and constraint,
respectively.
3Sommelier can suggest alternate models for a single device but does not
perform allocation at the cluster level.
4INFaaS does not perform accuracy scaling by default, however we tweak
it slightly to get a version of INFaaS that can scale accuracy.

Model Family Model Variants
ResNet (classi�cation) [20] 18, 34, 50, 101, 152
DenseNet (classi�cation) [22] 121, 161, 169, 201
ResNest (classi�cation) [47] 14, 26, 50, 269
E�cientNet (classi�cation) [40] b0-b7
MobileNet (classi�cation) [21] 1.0, 0.75, 0.5, 0.25
YOLOv5 (object detection) [25] n, s, m, l, x

BERT (sentiment analysis) [11]

RoBERTa-base, large; [29],
ALBERT-base, large, xlarge,
xxlarge [26]; BERT-base, tiny,
mini, small, medium, large
[41]

T5 (translation) [34] small, base, large, 3b, 11b
GPT-2 (question answering) [33] base, medium, large, xl

Table 3. Model families and their variants used
6.1.2 Model Variants. Our inference-serving system sup-
ports queries belonging to di�erent query types (i.e., ap-
plications). We assume one query type corresponds to one
DNN family (e.g., ResNets). Each query type can be served
by di�erent variants of the same family (e.g., ResNet-18 or
ResNet-34). Table 3 shows the model families and their re-
spective variants that we use in our experiments. We obtain
the pre-trained computer vision model variants from the
ONNX Model Zoo [4] and the GluonCV Model Zoo [16],
and the NLP model variants from the HuggingFace repos-
itory [43]. All the models are converted to ONNX format
before usage. Since our models belong to a wide variety of
inference applications and their performance pro�les vary
signi�cantly from one another, setting the same latency SLO
for all of them is not practical. Therefore, we set latency
SLOs similar to [35, 36]: for each model family, we pro�le its
fastest model variant that can run on a CPUwith the smallest
batch size, and set the latency SLO of the model family to
be 2⇥ of its pro�led latency. We explore the sensitivity of
Proteus and the baselines to SLO in Section 6.6. Since the
accuracy of each application is measured using a di�erent
metric, we normalize the accuracy of each model variant by
the accuracy of the most accurate variant in its model family.
This normalized accuracy varies from 80% to 100% for the
variants listed in Table 3.
6.1.3 Workloads. We use a mix of real-world and syn-
thetic workloads to evaluate our system and the baselines.
Real-world trace. Since there exists no public trace of a

production inference-serving system to date, we use a public
trace from Twitter [1] collected over a month-long period.
As noted by previous work [35], the trace is representative of
workloads that an inference-serving system would expect to
see since tweets are likely to be passed through many infer-
ence pipelines before they are published. Moreover, the trace
also contains diurnal patterns and spikes that an inference-
serving system is likely to see over its execution. Since the
queries in the trace are aggregated at the granularity of sec-
onds, we use a Poisson process to determine inter-arrival
times for queries within each second. Like prior work [35],
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we use a Zipf distribution to divide requests across model
families with an U value of 1.001. Finally, we speed up the
trace by a constant factor without modifying the shape of
the trace, and we choose the constant factor such that the
trace can overload our system to test its performance.

Synthetic traces.We generate synthetic traces to stress-test
systems in response to burstiness, both at the macro-scale in
order to evaluate resource allocation, and on the micro-scale
to evaluate adaptive batching. We provide details for both in
Sections 6.3 and 6.4 respectively.

6.1.4 EvaluationMetrics. We compare performance against
baselines using several metrics. (i) Throughput is the number
of queries per second served (QPS). (ii) E�ective Accuracy is
the averaged accuracy for all the queries successfully served
by the system. (iii) Maximum Accuracy Drop for an approach
represents the maximum drop in its e�ective accuracy over
the entire trace. As the accuracy of all models is normal-
ized as mentioned before, we measure the drop from 100%.
(iv) SLO Violation Ratio is the number of latency SLO viola-
tions divided by the total number of queries. Since e�ective
accuracy measures accuracy only for the queries that are
successfully served by the system, it needs to be looked at in
conjunction with both throughput and SLO violation ratio
to get the full picture of performance.

6.1.5 Implementation. We describe our simulator-based
and cluster-based implementations below.
Simulator-based Implementation.We implement Proteus
in a simulator in ⇠6000 lines of Python code. It uses an event
queue and a timer to record the arrival and processing of
inference queries. We use the average pro�led latencies of
the model variants as the processing time for the queries. We
show that the results from our simulator match closely with
results from our cluster-based implementation, with a slight
discrepancy mainly due to the variance in processing time of
queries when they run on the actual hardware accelerators
and the networking e�ects between the hosts. Our simulator
code and workload traces are available on GitHub5.
Cluster-based Implementation.We implement Proteus
on top of an enterprise inference-serving system to test its
performance and feasibility on real-world workloads and
hardware accelerators. The system is used internally by the
enterprise to serve inference queries for its employees who
use it for a wide variety of applications and use cases, rang-
ing from standard image classi�cation and voice recognition
models to complex pipelines for autonomous vehicles and
augmented reality. Note that while we use the software in-
frastructure and the hardware accelerators of the enterprise
in our cluster-based implementation, we do not use any pro-
prietary models or workload traces.
Our inference-serving system consists of a cluster of 20

Intel(R) Xeon(R) Gold 6126 @ 2.60GHz CPU workers, 10

5https://github.com/UMass-LIDS/Proteus
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Figure 4. End-to-end performance comparison. Proteus of-
fers the lowest accuracy drop amongst scaling approaches as
well as the lowest SLO violation ratio whilemeeting query de-
mand. Against the non-scaling approach, Proteus improves
throughput by 60% while reducing SLO violations by 10⇥.

NVIDIA GeForce GTX 1080 Ti GPU workers, and 10 NVIDIA
V100 GPU workers. We use Docker containers [31] to host
the models in our cluster on top of Kubernetes. We extend
Kubernetes with a resource optimizer plugin to implement
our ResourceManager which runs on one of the CPUs. Inside
the Docker containers, we run the models using the ONNX
runtime [10] with the CUDA execution provider for GPUs
and the CPU execution provider for CPUs.

To solve our MILP in the simulator as well as the cluster-
based system, we use the Python interface for Gurobi [18].
We set the invocation period of the MILP to be 30 seconds
as it works well for our evaluation.

6.2 End-to-End Performance Comparison
We �rst show results from the end-to-end evaluation of Pro-
teus and the baselines on our cluster testbed. Figure 4 shows
the timeseries graphs for demand and throughput, e�ective
accuracy, and the SLO violations, as well as the averaged
SLO violation ratios across the trace.
We see that Clipper performs the worst amongst all the

approaches. Even though Clipper-HA provides the highest
e�ective accuracy as it never swaps out high accuracymodels
for low accuracy models, it su�ers the highest number of
SLO misses throughout the trace. Moreover, its throughput
also drops signi�cantly at the diurnal peaks during the day.
For instance, during the �rst peak, its throughput drops to
half of the query demand. On the other hand, Clipper-HT has
signi�cantly lower SLO violations and higher throughput
than Clipper-HA, though it comes at the cost of the lowest
e�ective accuracy and the maximum accuracy drop (20%).
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Sommelier performs better than Clipper since it scales
accuracy, but still su�ers from a high accuracy drop (16%
at peak) due to its inability to perform model placement
dynamically. INFaaS achieves the lowest maximum accuracy
drop across the baselines (13.7%) as it performs both dynamic
model selection and placement. However, since it uses a
greedy heuristic to do so which is prone to get stuck in local
optima, it su�ers from a signi�cant drop in throughput and
increase in SLO violations around peak times. INFaaS has to
use a greedy heuristic because its resource allocation decision
must be made on a query’s arrival. Therefore, it needs a faster
solution than a MILP to identify a new allocation policy in
time. Proteus avoids this problem by removing MILP solvers
from the critical path of serving a query.

We see that Proteus drops the least accuracy while closely
meeting query demands. Its maximum accuracy drop is 4.85%
at the highest peak, which is 2.8⇥ lower than INFaaS and
3.2⇥ lower than Sommelier. We attribute this to its optimal
resource allocation obtained from the MILP. It also experi-
ences the lowest number of SLO violations, 2.8⇥ lower than
Sommelier, 4.3⇥ lower than INFaaS, and more than 10⇥ lower
compared to Clipper. We attribute this to its adaptive batch-
ing algorithm. To understand the performance of Proteus’s
adaptive batching further, we do a deep dive in Section 6.4.

The results from our simulator match the behavior of the
cluster testbed very closely. In particular, we observe an
average di�erence of 0.12% and 0.82% between the simulator
and the cluster testbed in terms of the e�ective accuracy and
system throughput respectively. We attribute the decrease
in throughput to background tra�c on the cluster, container
startup delays, and other background e�ects not captured by
the simulator. We also report an average di�erence of 0.5%
in the SLO violation ratios. We expect this to be due to the
variance in runtimes of queries from the pro�led runtimes.

Therefore, we show simulation-based experiments for the
remaining subsections to perform a deep dive into these
results in a time and cost-e�cient manner.

6.3 Bursty Workload
We now evaluate Proteus and the baselines on a synthetic
macro-scale bursty workload to evaluate the responsiveness
of resource allocation. We generate the trace by interleav-
ing periods of �at, low query demand with periods of high
query demand, having query inter-arrivals sampled through
a Poisson process to introduce macro-scale bursts. As we are
only interested in studying resource allocation in this ex-
periment, we show timeseries plots in Figure 5 and skip the
summarized SLO violation chart in the interest of space.
We note that INFaaS reacts the fastest to the burst in

demand, due to the fact that its resource allocation lies on
the critical path to inference-serving, so it can detect this
change sooner and change its allocation accordingly.

Proteus �rst incurs a small number of SLO violations when
the burst starts. The increase in query demand triggers its
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Figure 5. Responsiveness to bursty workload for Proteus vs.
baselines. Proteus adjusts allocation after an initial spike in
SLO violations, but provides the lowest SLO violations and
accuracy drop once it re-allocates.

Resource Manager to adjust allocation, resulting in the SLO
violations decreasing again as it performs accuracy scaling
to meet this burst. Thus Proteus’s decoupling of resource
allocation from the critical path of inference-serving comes
at the cost of a slightly slower response to sudden changes in
workloads. Once INFaaS and Proteus adjust their respective
allocations in response to the burst, Proteus continues to
have signi�cantly lower SLO violations and higher e�ective
accuracy.

6.4 Adaptive Batching
Proteus’s adaptive batching dynamically chooses batch sizes
based on the arrival time of queries and queue status on
a device to minimize SLO violations. We compare it with
Clipper’s AIMD batching and Nexus’s [36] early-drop batch-
ing in terms of SLO Violation Ratio. To separate the e�ect
of batching from resource allocation and query assignment,
we implement each of these batching algorithms on top of
Proteus in order to study them in isolation without other
free variables. Since the batching of INFaaS is tied with its
resource allocation, it cannot be evaluated separately by im-
plementing it on top of Proteus as a module. We study its
batching as part of its resource allocation as in Section 6.2.
We evaluate adaptive batching on three synthetic traces

with query inter-arrivals following uniform, Poisson, and
Gamma (shape 0.05) distributions. The Gamma arrival trace
has highly bursty query inter-arrivals, thus introducingmicro-
scale bursts. We set the incoming load (QPS) to be the same
throughout these traces as we are interested in how the batch-
ing algorithms react to query inter-arrivals, when resource
allocation is unchanged. Note that burstiness in query inter-
arrivals is di�erent from the bursty workload in Figure 6.3,
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Figure 6. Comparison of Nexus and Clipper batching with
Proteus. All do well on uniform traces, but Proteus reduces
SLO violations by 2-4⇥ on Poisson and Gamma traces.
where the overall demand is bursty but the query inter-
arrivals have a Poisson distribution (macro-scale bursts).

Figure 6 shows the SLO violation ratios using three batch-
ing approaches: (i) Proteus with its original adaptive batch-
ing, (ii) Proteus with Clipper’s AIMD batching, (iii) Proteus
with Nexus’s early-drop batching. We note that all batch-
ing algorithms perform well with uniform arrivals as the
optimal batch size remains same throughout the trace, thus
no adaptive adjustment is required. We see that Nexus ex-
periences about 2-3⇥ higher SLO violations on the Poisson
and Gamma traces. The di�erence in performance between
Proteus and Nexus batching is due to the work-conserving
nature of Nexus. Nexus dispatches an inference batch to each
device as soon as the previous batch is �nished. As the query
inter-arrivals get more and more non-uniform, it is more
advantageous to wait for queries to arrive and a non-work-
conserving approach works better in that case, so Proteus’s
adaptive batching outperforms that of Nexus.

On the other hand, Clipper experiences 3.8-4⇥ higher SLO
violations on the Poisson and Gamma traces. Though it is
very easy to implement as a simple heuristic in any system,
its simplicity comes at the price of poor performance. As
AIMD is reactive, it does consider the current queue length
nor when any of the queries currently in the queue would
expire. It keeps incrementally increasing batch size until it
experiences latency timeouts, at which point it backs o�
multiplicatively. While this works for a uniform trace where
the optimal batch size does not change over time, it does not
work well for Poisson or Gamma (bursty) arrivals.
6.5 Ablation Study
We present an ablation study of Proteus in Figure 7 to quan-
tify the performance bene�t of each of its components in
isolation.
Proteus w/o MP (Model Placement) places the models on

accelerators initially using the MILP, but does not change
this placement over time. However, it can perform model
selection to do accuracy scaling by changing model variants
without moving them around. This baseline is the same as
the Sommelier baseline in Section 6.2, which su�ers from
the largest maximum accuracy drop (16%). Proteus w/o MS
(Model Selection) represents a baseline that performs model
placement and query assignment optimally using the MILP

0

300

600

900

1200

1500

T
h
r
)
.
g
h
p
.
t

Dema( 

Pr)te.s 0/) MS

Pr)te.s 0/) AB

Pr)te.s 0/) QA

Pr)te.s 0/) MP

Pr)te.s

0

100

200

300

400

500

A
/
g
. 
T
h
r
)
.
g
h
p
.
t

80

85

90

95

100

E
ff
e
c
t
i/
e
 A
c
c
.

0

5

10

15

20

M
a
1
. 
A
c
c
. 
D
r
)
p

0 4 8 12 16 20 24

Time (mi()

0

100

200

300

400

S
L
O
 V
i)
la
t
i)
(
s

Alg)rithm

0.00

0.05

0.10

0.15

0.20

S
L
O
 V
i)
la
t
i)
(
 R
a
t
i)

Figure 7. Proteus ablation study. Removing model selection
increases SLO violations the most, while removing model
placement degrades e�ective accuracy most.
and performs adaptive batching, but does not scale accuracy
in response to workload changes. Since it does not drop any
accuracy, its e�ective accuracy stays at 100% throughout the
experiment, however, it experiences the largest overall SLO
violation ratio at 0.18, due to its inability to adapt to vary-
ing demand by scaling accuracy. Proteus w/o AB (Adaptive
Batching) represents our approach while setting batch size
statically to 1. This approach has the highest absolute num-
ber of SLO violations during the peak as it is unable to batch
a large number of queries together to increase throughput
while meeting SLO, however this decreases when demand
is low since executing with a small batch at low loads does
not backlog the queues. Proteus w/o QA (Query Assignment)
distributes queries uniformly to all devices that host the re-
spective model variants, regardless of their serving capacity.
It also su�ers from a high SLO violation ratio of 0.1.
Overall, we note that with respect to SLO violations, re-

moving model selection causes the highest degradation as
the system is not able to scale accuracy to meet the increased
demand (and hence, is forced to drop queries), followed by
adaptive batching, query assignment, and then model place-
ment. In terms of e�ective accuracy, removing model place-
ment causes the highest degradation, followed by adaptive
batching, query assignment, and then model selection.
6.6 Sensitivity to Latency SLO
We now vary the latency SLO and study its e�ect on all ap-
proaches, as shown in Figure 8. As mentioned before, our sys-
tem hosts models from diverse tasks that have signi�cantly
di�erent performance pro�les from each other. Therefore,
instead of setting the same latency SLO for all of them, we
set the SLO for a query type to be a multiple of the pro�led
runtime of fastest model variant that runs on a CPU with a
batch size of 1. We vary this multiple from 1⇥ to 3.5⇥ with
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Figure 8. E�ect of varying SLOs on Proteus and baselines.
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Figure 9. Breakdown of Proteus performance w.r.t. model
families.
an interval of 0.5 and study its e�ect using the real-world
Twitter trace. To show results from a large number of ex-
periments, we show (i) averaged throughput across time,
(ii) maximum accuracy drop across time, (iii) average SLO
violation ratio across time.

Overall, Proteus consistently o�ers the lowest accuracy
drop across all baselines that perform scaling, and the lowest
SLO violation ratios. As the SLO increases, the SLO violation
ratio decreases, and throughput increases for all baseline
approaches. The maximum accuracy drop decreases for all
approaches except Clipper as it does not dynamically scale
accuracy and thus su�ers from high SLO violations. Proteus
can maintain the same high throughput and low SLO viola-
tion ratios across all values of SLO. Its maximum accuracy
drop decreases as SLO values increase, since higher accuracy
model variants with slower runtimes can meet larger SLOs.

6.7 Performance Breakdown
We now present a breakdown of the end-to-end performance
of Proteus with respect to di�erent model families on the
Twitter trace. Figure 9 shows that every model family ex-
periences di�erent throughput as the workload has a Zipf
distribution with respect to model families as described in

Section 6.1. Since Proteus optimizes e�ective accuracy at the
system level, we note variations across model families. We
�rst observe that T5 experiences the highest variation across
time, which we attribute to the fact that it has a lower incom-
ing request rate compared to other model families, and hence
carries a lower weight in the overall system e�ective accu-
racy. We also observe that GPT-2 has the lowest variation
in e�ective accuracy since it is the most heavyweight model
and cannot �t into most accelerators, hence the system loads
it once in the accelerator with the highest amount of mem-
ory. In terms of SLO violations, we see relatively consistent
behavior across model families, since adaptive batching is
responsible for minimizing SLO violations and it executes
on a per-device level. We discuss the fairness implications
of these results in Section 7.

6.8 Decision Overhead
We measure the overhead of Proteus in two ways: (i) over-
head of the Request Router on the critical path of queries,
(ii) overhead of the Resource Manager. Since the Request
Router lies on the critical path for serving every query, it is
imperative that it should incur only a small delay to route
the queries. Recall that the Request Router stores a routing
table with an entry for each model variant as well as acceler-
ator. We measure the latency of the Request Router to search
this table to be less than 1ms. Note that there is also a space
overhead of this routing table that is $ (⇡ ⇥" ⇥&) where
D is the number of server devices, M is the number of model
variants, and Q is the number of query types.

The overhead for solving the MILP inside the Resource
Manager is also important as we need to make allocation
changes quickly in order to be able to adapt to fast workload
changes. We show how the runtime of the MILP scales with
respect to its input parameters in Figure 10. We show the
increase in the average run-time when increasing one of our
input parameters (3,<,@) while keeping the other param-
eters constant. We also show the 95% con�dence interval
for each value as an error bar. As our evaluation uses an
invocation period of 30 seconds for the MILP under stable
conditions, we show run-times up to 60 seconds since we
observe that beyond this point, our workload changes sig-
ni�cantly and the time taken to solve the MILP makes it
infeasible to adapt to workload changes quickly, forcing the
system to rely on heuristic solutions. We note that the MILP
can scale up to 160 devices, 450 model variants, or 17 query
types while being solvable in under 60 seconds.
In our case, we measure the average time to solve our

MILP to be 4.2 seconds. At this speed, the Resource Manager
is able to change the resource allocation quickly without
incurring any signi�cant overhead on the system since it
does not lie on the critical path to inference.
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Figure 10. Scalability of MILP with respect to input parame-
ters (3,<,@)
7 Discussion
We now discuss the limitations of our work and potential
future work opportunities.
Varying Input Sizes.We consider models from a wide

variety of domains in this work, such as computer vision and
natural language processing. While computer vision models
typically have �xed-size inputs, many natural language mod-
els can have variable-size inputs and their throughput may
change depending on the size of input passed to themodel for
inference. While our MILP does not consider variable input
sizes of queries when calculating the throughput of a model
variant (%3,<,@), adaptive batching does take into account the
real-time query execution. However, for the scope of this
work, we do not consider the e�ect of variable-size inputs
on inference-serving and leave it open for future work.

Fairness. We consider accuracy scaling at a system level
in this work. This can mean that despite most requests meet-
ing the latency SLO and throughput requirements, some re-
quests may experience better accuracy than others at times.
This opens the door to fairness as an alternate objective for
optimization in an inference-serving system. However, it is
not straightforward to optimize fairness simultaneously with
accuracy. The system can improve fairness by reallocating
resources from a query type experiencing a low degree of
accuracy drop to a query type experiencing a higher degree
of accuracy drop; however, this would decrease overall e�ec-
tive accuracy at the system level. Thus, there is a trade-o�
between fairness and system-wide e�ective accuracy, which
remains an interesting direction to explore for future work.
Hardware Scaling. In this work, we present accuracy

scaling as an alternative to hardware scaling for resource-
constrained inference-serving systems. However, accuracy
scaling can also work in tandem with hardware scaling for
systems that have the ability to add hardware resources.
Since hardware scaling involves provisioning and starting
new servers which takes time, accuracy scaling can be used
on a �ner-grained timescale to absorb sudden unexpected
bursts of load by dropping accuracy for a short time while
waiting for new servers to be allocated.

8 Related Work
There has beenmuchwork recently on inference-serving sys-
tems. Representative production systems include TensorFlow-
Serving [32], Amazon SageMaker [2], Triton Inference Server [5],
and Azure ML [3]. Research prototypes include Clipper [9],

PRETZEL [27], Clockwork [14], DLIS [37], and INFless [45].
They aim to provide a uni�ed abstraction to the user to
hide details of the underlying ML frameworks, data pre-
processing, and performance optimization. Cocktail [15]
uses model ensembling to improve accuracy and meet la-
tency requirements atminimal cost. Some otherwork focuses
speci�cally on serving heterogeneous DNNs via GPU spatial
sharing [7, 12], dynamic model placement [38], computation
merging [24], and adaptive scheduling [30]. However, none
of these works perform accuracy scaling to improve system
throughput for resource-constrained inference-serving.

The closest works to Proteus are INFaaS [35, 44], Somme-
lier [17], and Tolerance Tiers [19]. INFaaS [35] presents a
model-less inference-serving system that leverages model
graph optimizers to generate model variants and automates
selection of model variants for each query to minimize cost.
However, it assumes that all model variants generated can
meet the accuracy requirement and thus fails to simulta-
neously optimize for e�ective accuracy. INFaaS also su�ers
from local optimum in model-to-device assignment due to its
heuristic assignment algorithm. Sommelier [17] is a model
repository that can interface with inference-serving systems
to suggest model variants with lower accuracy to handle pe-
riods of high load. Tolerance Tiers [19] allows developers to
trade accuracy o� for latency using programming APIs, but
restricts an application to use only one accuracy tier statically
throughout the inference-serving process instead of adapt-
ing accuracy dynamically as a scaling approach. Further,
it doesn’t consider the scenario of serving heterogeneous
DNNs on heterogeneous devices.

9 Conclusion
We presented Proteus, a high-throughput inference-serving
system that leverages accuracy scaling to handle query work-
load variations. We formulated the resource management in
Proteus as a mixed integer linear programming optimization
to adapt to macro-scale variations, and solved it to guaran-
tee the optimal solution. We also proposed a novel adaptive
batching algorithm to improve throughput and absorb micro-
scale variations. We evaluated Proteus on real-world work-
load traces and showed that it outperforms state-of-the-art
baselines in reducing SLO violations and improving system
throughput while dropping minimal accuracy.
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