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ABSTRACT | In recent years, virtual reality and augmented real-

ity applications have seen a significant increase in popularity.

This is due to multiple technology trends. First, the availability

of new tethered and wireless head-mounted displays allows

viewers to consume new types of content. Second, 360◦

omnidirectional cameras, in combination with production

software, make it easier to produce personalized 360◦ videos.

Third, beyond these new developments for creating and

consuming such content, video sharing websites and social

media platforms enable users to publish and view 360◦ video

content. In this paper, we present challenges of 360◦ video

streaming systems, give an overview of existing approaches

for 360◦ video streaming, and outline research opportunities

enabled by 360◦ video. We focus on the data model for 360◦

video and the different challenges and approaches of creating,

distributing, and presenting 360◦ video content, including

360◦ video recording, storage, distribution, edge delivery, and

quality-of-experience evaluation. In addition, we identify major

research opportunities with respect to efficient storage, timely

distribution, and cybersickness-free personalized viewing of

360◦ videos.
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I. I N T R O D U C T I O N

In recent years, virtual reality (VR) and augmented real-
ity (AR) contents and applications have seen a signifi-
cant increase in popularity. This is mainly due to two
recent technology trends. The first trend is the availabil-
ity of new tethered and wireless head-mounted displays
(HMDs), such as Oculus Rift or HTC Vive, that allow
viewers to consume new types of content. According to
Cisco’s Visual Network Index report [1], VR headsets are
expected to grow fivefold, from 18 million in 2016 to
nearly 100 million by 2021. The report also predicts that
more than half of the VR headsets will be connected to
smartphones; most of the remaining will be connected
to PCs and consoles, while a few will be standalone.
The second trend is the availability of omnidirectional
cameras that make it easy to produce personalized 360◦

videos, such as GoPro OmniAll and Insta360 One. Beyond
the end-user technologies that enable the creation and
consumption of 360◦ content, video sharing websites (e.g.,
YouTube) and social media platforms, such as Facebook,
allow users to publish and disseminate such content. Since
it has become easier to create, distribute, and consume
personalized 360◦ videos, streaming of such videos has
turned into a popular VR application.

Even though the technology to create and consume
360◦ videos has become widely available, the delivery of
high-quality 360◦ videos over the Internet to a globally
distributed set of users poses significant challenges that we
outline in the following. We believe that these challenges
have to be addressed by the research communities and
industries to support VR streaming at a global scale and
under the premise of the projected increase in popularity
of such content.

0018-9219 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Vol. 107, No. 4, April 2019 | PROCEEDINGS OF THE IEEE 639

https://orcid.org/0000-0002-0309-9240
https://orcid.org/0000-0001-6813-3043


Zink et al.: Scalable 360◦ Video Stream Delivery: Challenges, Solutions, and Opportunities

A. Ultrahigh Bandwidth Requirements

The bandwidth required to stream a 360◦ video is
an order of magnitude larger than that required for a
traditional (2-D) video. The data rate of a 360◦ video
that delivers a 4k stream to each eye and allows a full
360◦ viewing range requires about 400 Mb/s, compared
to about 25 Mb/s for a traditional 4k video.

B. Ultralarge Storage Requirements

The ultrahigh bandwidth of 360◦ videos also translates
to ultralarge storage requirements. Specifically:

1) multiple views of each scene of the 360◦ video must
be stored;

2) since there is a large variety of client devices, such
as VR goggles, smart phones, or desktops, the 360◦

video content needs to be stored in many different
formats (projection method, temporal/spatial reso-
lution, and so on);

3) to account for fluctuations in available bandwidth
between 360◦ video source and client, adaptive for-
mats are required to support adaptive bitrate (ABR)
streaming.

For example, if we assume that the bitrate of a 360◦ video
is 400 Mb/s, a total of 15 GB would be required to store a
5-min video and 270 GB would be required in the case of a
90-min video. The required storage space would increase
if multiple alternative quality versions would have to be
stored to support the ABR streaming.

C. Ultralow Motion-to-Photon Delay

To prevent cybersickness, ultralow motion-to-photon
delay is required, i.e., when the user turns her head,
the delay in rendering the new view should take no more
than a few tens of milliseconds. It is known that this
delay should be in the order of tens of milliseconds to
avoid motion sickness [2], [3]. Traditional 2-D Video-on-
Demand (VoD) applications do not have such stringent
delay requirements, and a live broadcast 2-D video that is
delayed by multiple seconds is often acceptable. Further-
more, the consequences of high delay in traditional videos
are just annoyance, rather than causing motion sickness
that is much more serious!

D. Complex View Adaptation

The 360◦ video adds the additional complexity of adapt-
ing the video delivery to the viewport of the user, as he/she
moves her head, in addition to the traditional bitrate
adaptation that is also required for the 2-D videos. There
exist two general approaches to tackle this issue. In the
first one, the complete 360◦ panorama is transmitted to
the client, and only the area covered by the viewport is
rendered in the display. This results in wastage of con-
sumed bandwidth since a significant part of the content
streamed to the client is not consumed by the viewer.
An alternative approach to perform viewport adaptation

is to split the 360◦ video into several regions that are
specified as tiles [see Fig. 1(b)]. With this approach, a 360◦

video is composed of many streams, where each stream
represents a specific direction (tile) in the 360◦ panorama
and each of these streams may be available in many
qualities (spatial and temporal resolution) to support the
ABR streaming. The main challenge in view adaptation
is predicting the movement of the user and using the
adaptive control principles to manage both the server–
client bandwidth and the client-side buffer that stores tiles
prior to being played out. The complexity of performing
seamless view/bitrate adaptation requires innovative algo-
rithms and architectures that make intelligent decisions to
store, cache, and prefetch content, taking into account the
cinematographic rules. For example, to guarantee ultralow
delay to prevent cybersickness, the tile that the user will
see in the near future should already be prefetched into a
proximal edge server or even to the client’s buffer so that
it can be rendered quickly. In addition, buffering methods
that are traditionally used in clients in the case of bitrate
adaptation for 2-D videos cannot be directly applied to the
360◦ video streaming.

E. Complex Rules and Metadata for
Viewing the Videos

Traditional videos are watched from a single viewpoint
that is predetermined by the director of the video. In con-
trast, for 360◦ videos, the freedom of a user to view a
360◦ panorama means that he/she can watch the video
in complex ways that are not predetermined or predictable
at the production time. However, to optimize the viewing
experience, the director may still want to restrict the user
by allowing her to watch the video only from specific
viewpoints that conform with cinematographic rules. For
instance, the director of a 360◦ movie may want to only
allow views that conform with the 180◦ rule that keeps the
subjects in the same relative order on the screen. Encoding
the director’s rules in metadata and enforcing them in
video delivery are the examples of additional complexity
which are the key parts of 360◦ video delivery with no
counterparts in traditional single-view video delivery.

F. Video QoE

Traditional video Quality of Experience (QoE) has
resulted in extensive research over the years [4]–[8],
including some of our work [9]–[12]. However, what
contributes to the 360◦ video QoE is much less understood
and requires conceiving of new metrics.

The above-mentioned challenges make the current state-
of-the-art video delivery architectures unsuitable for 360◦

video delivery, except for the low-quality 360◦ videos that
we see today. In this paper, we survey several approaches in
the areas of content creation (see Section III), 360◦ video
distribution (see Section IV), and QoE (see Section V)
for scalable 360◦ video streaming systems. In addition,
we identify important future research challenges for the
360◦ video delivery.
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II. O V E RV I E W

Before we start describing the existing approaches and
challenges, we provide an overview on how 360◦ videos
are created, stored, and delivered.

A. Data Model

We present a data model that describes how 360◦ video
are captured, encoded, and stored.

Omnidirectional videos are spherical videos (in some
cases, mapped into a 3-D geometry), where the viewer
can change the viewport [8]—the section of the sphere
that is currently in the user’s Field of View (FoV)—during
playback using either an HMD or a regular screen (e.g.,
TV or computer monitor). In the case of an HMD, head
movements determine the change in viewport, while a
mouse or a remote has to be used for control in the
case of regular screens. Such videos are captured by a
centric camera system where multiple cameras are cen-
trally mounted and facing outward, so as to cover the
whole sphere with the camera system at the center [see
Fig. 1(a)]. The sphere can be projected and subdivided into
tiles, as shown in Fig. 1(b). The viewport selected by the
user can be reconstructed at the user’s viewing device by
downloading and stitching together the relevant tiles.

The majority of the 360◦ video content offered today
is of this centric type. Relatively low-cost camera systems
and the easier setup of such systems enable even nonpro-
fessionals to produce 360◦ videos. Since such videos allow

Fig. 1. (a) Omnidirectional 360◦ video creation system where the

camera or camera system is physically located in a central spot.

(b) ERP of a 360◦ image from an omnidirectional camera and its

subdivision into tiles and a user selected viewport.

Fig. 2. Architecture of a 360◦ video stream delivery system.

viewers to choose a viewport from a complete sphere,
they are called omnidirectional [13]. A series of encoding
techniques for such omnidirectional videos have been pre-
sented in the past [14]–[16]. Recently, layered encoding
schemes have been proposed [17], [18], which have the
goal of reducing stalling and adapting quicker to viewport
changes. While many approaches require special players,
browsers can be used to watch 360◦ videos if they support
the WebVR standard [19].

B. Video Delivery Architecture

We envision that the delivery architecture for scal-
able, high-quality 360◦ video will build on existing
architectures used for the video content delivery net-
works (CDNs) [20], [21], albeit with significant novel
enhancements to support the additional requirements. Our
assumption is based on the fact that most of the traditional
videos are delivered by the CDNs today, and they provide
a natural architectural platform that can be extended to
the 360◦ video streaming. An overview of a potential 360◦

video delivery architecture is shown in Fig. 2. The archi-
tecture is comprised of three major components: creation,
transport, and edge delivery. The creation component is
concerned with the encoding, storage, and preparation for
the streaming of 360◦ videos. The transport component
focuses on the delivery of such videos. This includes the
creation of distribution trees and the analysis of different
dimensions of coherence that can be used for efficient
distribution. Finally, the edge delivery component focuses
on how the stringent delay requirements for 360◦ video
streaming can be met by establishing a tight interaction
between the clients and CDN edge servers. All three com-
ponents will be discussed in more detail in Sections III–V.
Note that the resulting QoE of a viewer watching a 360◦

video is impacted by the individual components of this
architecture. For example, having the relevant tiles of
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a 360◦ video cached at the edge server closest to the
requesting client might allow a smooth viewport adapta-
tion (based on the viewer’s head movement). However,
if the relevant tiles are not present at the edge servers,
the longer round-trip to obtain them could result in a
perceptible lag and a lower QoE.

In Section III, we focus on the content creation com-
ponent that is more complex than that for the tradi-
tional videos. In Section IV, we give an overview of the
transport component that is responsible for transporting
videos across the WAN from their points of creation to
the edge servers that are proximal to the clients. Due
to the strict timing constraints of 360◦ video streaming
(e.g., response to head movement), increased attention
has to be given to video distribution, which we will also
discuss in Section IV. Similar to how traditional videos
are delivered today, a CDN could use proprietary protocols
for transporting videos between their own nodes to gain
a competitive advantage, while standard protocols are
likely to be used elsewhere. This approach allows a large
diversity of content creation and client systems that use
standard protocol interfaces to seamlessly enter the 360◦

video ecosystem.

III. C O N T E N T C R E AT I O N

As with all streaming systems, the creation of content
is one of its major components. While there has been a
plethora of work on the content creation, we focus on
the approaches for 360◦ video streaming. Multicamera
video content creation for 360◦ video is taking on many
different forms, and we present the different forms and
representations that are important for streaming, distribu-
tion, and viewing of the video content. For multicamera
systems, streams are recorded and/or distributed with
different representations. One potential representation is
MPEG Dynamic Adaptive Streaming over HTTP (DASH),
which represents the content stream of each camera, hence
generating k independent MPEG-DASH video streams for k

distributed 2-D camera environments. Other systems may

take the 2-D multicamera content, e.g., multiple cameras
collocated on one stick, and stitch the content, generating
a 360◦ video, to generate a 3-D teleimmersive video. In the
following, we will discuss the characteristics of each of
these video representations.

A. MPEG-DASH Video Representation

We start with a description of how traditional 2-D videos
are represented with MPEG-DASH and encoded with an
MPEG video standard, such as H.264/AVC [22] or High
Efficiency Video Coding (HEVC) [23], and transmitted
via the DASH [24]. It is informative to understand
MPEG-DASH as there has been a recent push to extend
this framework to omnidirectional 360◦ videos with the
MPEG-1 Omnidirectional Media Access Format (OMAF)
standard [25]–[27]. It should be mentioned that in addi-
tion to DASH, there exist proprietary ABR implementa-
tions, such as Microsoft’s Smooth Streaming [28], Apple’s
HTTP Live Streaming (HLS) [29], and Adobe’s HTTP
Dynamic Streaming (HDS) [30]. With the introduction of
the Common Media Application Format [31], MPEG has
recently started an initiative to create a single-standard
segment format that is supported by DASH and HLS (and
potentially others).

The MPEG-DASH stream is divided into segments that
can be encoded in different bitrates or spatial resolutions.
The resulting segments are stored on a web server and
requested from a video client via standard HTTP, as shown
in Fig. 3. In the example shown in Fig. 3, MPEG-DASH
video is represented in three qualities—best, medium,
and low—and divided into chunks of equal time length.
Clients, then, adapt according to their available bitrate.
To describe the spatial and temporal relation between
segments, MPEG-DASH introduces the so-called media
presentation description (MPD). The MPD is an XML file
which represents the different qualities of the media con-
tent and the individual segments of each quality with the
HTTP uniform resource locator (URL). This structure pro-
vides the binding of the segments to the bitrate (resolution

Fig. 3. MPEG-DASH video framework [32].
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and so on) and temporal information (e.g., start time
and duration of segments). As a consequence, each client
will first request the MPD that contains the temporal and
spatial information for the media content, and based on
that information, it will request the individual segments
that fit best for its requirements.

The MPD is a hierarchical data model that can contain
one or more periods. Each period contains video com-
ponents with different view angles or codecs and audio
components with different languages, subtitles, or cap-
tions. Those components have certain characteristics, such
as bitrate, frame rate, and audio channels, which do
not change within a period. Typically, media components
are organized into adaptation sets. Each period contains
one or more adaptation sets, in which different multimedia
components that logically belong together are grouped.
For example, components with the same codec, language,
resolution, and audio channel format (e.g., 5.1 stereo)
could belong to the same adaptation set. Note that the
adaptation sets consist of a set of representations contain-
ing interchangeable versions of the respective content. This
allows the client to choose a representation for playback,
adapt the media stream to current network conditions,
and achieve a smooth playback without stalling and with
better QoE.

Representations are in turn chopped up into segments
to enable the switching between individual representations
during playback. Those segments are described by a URL
and, in certain cases, by an additional byte range if those
segments are stored in a bigger, continuous file. The seg-
ments in a representation usually have the same duration
(usually between 2 and 10 s although MPEG-DASH does
not restrict the segment length or give advice on the
optimal length) and are arranged according to the media
presentation timeline, which represents the timeline for
synchronization, enabling a smooth switching of represen-
tations during playback. The length of segments presents a
tradeoff. Longer segments provide efficient compression as
the Group of Pictures could be longer or reduce network
overhead since bigger chunks will be transmitted. In con-
trast, shorter segments are used for live scenarios as well as
for constrained scenarios, such as mobile networks, as they
enable faster and flexible switching of individual bitrates.

Recently, in response to the increased popularity of 360◦

video, MPEG issued a draft for an omnidirectional media
application format [33]. This format specifies a set of
projection mappings for the conversion of 360◦ video into
the 2-D plane (see Fig. 4). In addition, it specifies a storage
format for omnidirectional video in the ISO Base Media
File Format (ISOBMFF), and the encapsulation, signaling,
and streaming of omnidirectional video over DASH are
specified. Finally, it declares which video and audio codecs
as media configurations can be used for the compression
of 360◦ video.

As in the case of streaming traditional, non-VR video,
360◦ video requires metadata to describe spatial and
temporal relations between the segments for transport and

viewing. The MPEG-DASH Spatial Relationship Descriptor
standard [34] extends the MPEG-DASH MPD to allow the
streaming of spatial subparts (in our case tiles) of a video
by describing the spatial relationships between the associ-
ated pieces of a video content. This additional information
is provided in addition to the metadata already offered
in the standard DASH MPD which provides information,
such as segment length and quality levels of each available
segment.

B. Projection and Preparation for Streaming

Omnidirectional 360◦ video is known as a spherical
video, as it involves a 360◦ view of the scene captured from
a single point. The captured video maps to the internal
surface of a sphere, as shown in Fig. 1(a). An HMD views
only a limited portion of the video as seen from the center
of the sphere. This view is called the user’s viewport. The
area covered by the viewport is limited by the HMD’s FoV,
and its coordinates are based on the orientation of the
user’s head. Presenting complete high-quality video within
the user’s viewport requires a complete high-quality 360◦

frame. For example, the Oculus Rift’s viewing resolution is
1080× 1200 per eye with an FoV of 110◦, meaning that the
complete 360◦ frame should have 6k resolution to exploit
the highest quality that the device can offer. This requires
400 Mb/s of bandwidth to stream the 360◦ video content
to the client.

1) Projection: Since encoding of spherical videos is not
supported by the existing video coding standards directly,
we need to first project video to a 2-D plane using a
projection method [18], [35]. Examples of the projection
methods are equirectangular [36], [37], cubemap [13],
[38], or pyramid projection [39], as shown in Fig. 4. The
most common projection is the equirectangular projection
(ERP) that maps a sphere into a rectangle. This projection
introduces severe stretching at the north and south poles of
the sphere, which reduces the efficiency of encoding. The
cubemap projection (CMP) maps 90◦ FoVs to the sides of a
cube. It has less quality degradation across the video than
ERP and lower bandwidth overhead. Furthermore, cube-
map requires less rendering processing power [40] and

Fig. 4. Projection methods [40].
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reduces the file size by 25% compared to ERP. Applying the
pyramid projection approach results in a file size reduction
of up to 80% [39] but suffers from quality degradation
at the sides of the pyramid and it requires high GPU
processing.

2) Preparation of 360◦ Video for Streaming: To enable
360◦ video to stream from a server, it needs to be prepared
for streaming in the spatial and time domains. In the time
domain, the video sequence is divided into segments of
fixed duration. This is very similar to the DASH video
format described earlier. In the spatial domain, one can
divide each 360◦ video frame into tiles (see Fig. 1), and
each tile is made available in a set of different quality lev-
els. The tiles are then encoded into multibitrate segments.
The viewer receives segments that incorporate tiles that
correspond to the user’s viewport. With the recent standard
for the Omnidirectional MediA Format (OMAF) [33], [41],
MPEG is in the process of specifying storage and delivery
formats of the 360◦ videos. OMAF is building on top
of the MPEG-DASH and the ISOBMFF [42]. Currently,
equirectangular and CMPs are the only ones considered
by the standard, while others are under consideration.
The integration of DASH into OMAF is realized by the
DASH’s extension tools, which allow the definition of
new property descriptors to expose information related to
360◦ content in the MPD. One example is the Projection
Format Descriptor that specifies the projection method
(e.g., 0 for ERP).

The client adapts the video quality depending on
the user’s viewport in the spatial domain. For instance,
the client can prefetch higher quality tiles for the area
covered by the user’s viewport as far as the available
bandwidth allows [43], [44]. In tile-based HTTP adaptive
streaming, the client has to perform two adaptations: rate
adaptation to adapt time-varying bandwidth and viewport
adaptation to cope with the user’s head movement. The
selection of quality of tiles is one of the major issues
with tile representation. One can formulate this issue as
a bandwidth-optimal problem with selecting the quality
of tiles that maximizes the quality of viewport depending
on the available bandwidth [45]. Another approach could
be to predict the user’s future viewport and select the
optimal sequence of tiles, which minimizes the bandwidth
consumption. Some of the related work’s results [44] show
that one can predict the viewport quite accurately for the
next second. But the major difficulty with the tile-based
methods is that it requires multiple decoders at the client
side. Some solutions have explored the usage of motion-
constrained tile sets feature of HEVC [37] and used a
single hardware decoder to decode a set of selected tiles
from the user’s viewport. Other challenges of the tile-based
representation and streaming are as follows.

1) Tile prefetching errors since the motion-to-photon
latency requirement for VR is less than 20 ms [46],
which is less than the Internet request–reply delay.
Therefore, we must prefetch tiles by viewport

prediction. However, it is difficult to do the long-
term prediction (>3 s) [44].

2) Rebuffering and stalls under small playback buffer,
which happens because the time-based methods
keep small playback buffers to help with the short-
term constraints of viewport prediction.

3) Border effects of mixed bitrate tiles, which happens
due to the spatial partition of video. When video tiles
are encoded with different bitrates, these mixed-
bitrate tiles can result in visible border and quality
inconsistency in combined tiles rendering [47].

A different alternative is to create the viewport adap-
tive representations for each video chunk independently.
This requires that one has to define a set of overlap-
ping viewports that are of interest to users. Then, for
each predefined viewport, one takes the entire spherical
frame, including the viewport, and provides higher quality
within the predefined viewport and lower quality in the
rest of the frame. Facebook and Pixvana [48] employ
this representation and method for adaptive 360◦ video
streaming [49]. Facebook transforms a 360◦ video into
a viewport-dependent multiresolution panorama, which
decreases the overall resolution without decreasing the
quality of the viewport. In this case, 30 different viewports
covering the 360◦ video are created with a viewport sepa-
ration of 30◦. The main benefit of this method is that the
video can be decoded by a single decoder. In comparison to
the tile-based approach, data for the entire spherical frame
are transmitted. This may lead to increased storage and
bandwidth requirements for this approach.

C. Cinematographic Rules

There are various cinematographic rules that the film
industry employs as movies are created, edited, and dis-
played to the users to guarantee a satisfying viewing expe-
rience [50]. An example of a cinematographic rule is the
180◦ rule, where during a conversation, the camera view
should stay on a 180◦ line that keeps two or more charac-
ters in the same position on the screen. Since personalized
control of 360◦ video content is a new feature that is
not offered in a traditional video, it will be important
that the 360◦ video delivery systems also utilize these
rules to maximize the viewing quality. The need for the
incorporation of such rules with respect to the 360◦ video
has also recently been identified by MPEG. For example,
the OMAF standard [25] allows the content’s author to
specify an initial viewport in the form of metadata. With
this metadata, a viewport trace can be expressed, which
can be seen as a “director’s cut” for VR storytelling [27].

Several approaches provide automated selection of
views (including pan, tilt, and zoom of a camera), which
is especially the case in event broadcasting. The standard
is that a content provider (e.g., NBC) edits views and
delivers the selected views via the broadcasting mechanism
to a broad audience. This approach leaves no room for
the personalization of views by the user. Hence, there has
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been much effort to understand users and how to enable
personalized viewing of videos. Gaddam et al. [51] present
a study that compares the user’s perceived quality when a
panoramic video system for soccer is operated by a human
being (director) versus different algorithms. Similar work
has been presented by Ariki et al. [52] (also for soccer) and
Carr et al. [53] for the capturing of basketball matches.
Chen and Vleeschouwer [54] propose a personalized pro-
duction system for basketball matches with the goal of
preventing production and storytelling artifacts.

Dambra et al. [55] are amongst the first to present an
approach that considers film editing to limit and control
the viewer’s head movement with the goal of reducing
the bandwidth consumption in the case of 360◦ video
streaming. The approach is based on the idea that a new
scene (after a scene change) starts with a viewport the
viewer would most likely select. This helps a video player
decide which tiles of a 360◦ video should be buffered in a
high quality and which not.

Obviously, limiting the viewers’ flexibility in watching
360◦ videos based on the cinematographic rules can cre-
ate conflict. A viewer might actually decide to choose a
viewport that violates these rules. Studies to determine
the impact of QoE will have to be conducted to better
understand the impact of the cinematographic rules in the
case of 360◦ videos.

D. Video Recording and Storage

The 360◦ video recording and storage systems must
consider two major issues: 1) the generation of control
metadata to describe media stored in the video segments
and 2) the continuous capture and storage of video seg-
ments in a storage cloud. In the area of video metadata,
recent work in MPEG has focused on the specification
of the 360◦ video information. The MPEG DASH Spatial
Relationship Descriptor standard [34] extends the MPEG
DASH MPD to allow the streaming of spatial subparts (i.e.,
tiles in the case of 360◦ video) of a video by describing
the spatial relationships between the associated pieces of
a video content. This spatial information is provided in
addition to the metadata already offered in the standard
DASH MPD that provides information, such as segment
length and quality levels each segment is available in.
Extensions for distributed 360◦ video have been presented
in the literature [56] but are currently not considered as a
part of an extension for DASH MPD. In addition, the MPEG
OMAF standard (see Section III-B) builds on top of the
MPEG DASH and supports metadata for projection formats
(currently, equirectangular and cubemap).

Furthermore, a large amount of research on multime-
dia storage systems has been published [57]–[59] and
extended toward storage of correlated 3-D streams at sin-
gle servers [59]–[61]. In addition, large-scale map-reduce
storage systems, including the Hadoop Distributed File Sys-
tem [62] and the Google File System [63], are available,
but they have not been fully optimized for the storage

of 360◦ videos. In the case of the 360◦ video content,
we need to consider a large number of cameras, views, and
tiles for near-term and long-term storage with very large
viewership. Hence, the available storage systems will need
to be revisited and new architectures to be considered.

IV. V I D E O D E L I V E R Y

The increased popularity of 360◦ videos has led to
research that focuses on increasing the efficiency of 360◦

video delivery. The goal of the proposed approaches is to
reduce the amount of data that has to be transported from
the source to the edge servers and to the clients while
keeping the perceived quality at the client to be high and
the motion-to-photon latency to be low. However, due to
the lack of a standard QoE evaluation approach for 360◦

video (see Section V), much of the literature uses only
image quality metrics to assess the viewers’ perceived QoE.

The 360◦ videos are much more personalized and inter-
active than the traditional 2-D videos for applications, such
as Skype, PPlive [64], CoolStreaming [65], LiveSky [66],
and YouTube. Scalable 360◦ video delivery systems have
to be able to combine the interactive real-time content
generation with broadcast distribution and deliver 360◦

video content to viewers who: 1) interactively watch the
activities of the content producers and 2) select a viewport
of the activities at run time. Even though the current IPTV
solutions [64]–[67] provide efficient frameworks for large-
scale dissemination, they do not consider multiparty mul-
tiview contents with viewport change dynamics to serve
360◦ video content.

Nahrstedt et al. [68] envisioned an Internet Interactive
Television, where viewers can select multiple contents they
want to watch together in a smart room and the contents
are generated from different heterogeneous sources (e.g.,
mobile phones and TV cameras) by different entities dis-
tributed all over the world. Nevertheless, the content was
not semantically correlated with each other. In the 360◦

video content delivery systems, video content is correlated
by locality, such as an omnidirectional camera that takes
many views around the camera’s location, and by event,
such as many views of a single event such as soccer.

A. Exploiting Coherence for Efficient
360◦ Video Delivery

The delivery of 360◦ videos can be performed by form-
ing distribution trees that disseminate the video content
from the source to the edge servers that request that
video. The edge servers in turn send the video segments
to their downstream clients. As shown in Fig. 2, the nodes
of the tree are CDN servers that can store and send the
video segments. The nodes of a distribution tree for on-
demand videos have the ability to cache and forward the
video segments [69]. The nodes of the distribution tree
for live videos act as relays and forward segments down
the tree. Such architecture is sometimes referred to as the
application-level multicast.
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Constructing distribution trees for traditional 2-D videos
is a well-studied problem. In our work [70], we study con-
structing the application-level multicast trees for live 2-D
videos by solving an optimization problem that yielded low
cost and low packet loss paths for disseminating the video.
Our work was subsequently applied to the production live
streaming network at Akamai [71]. In addition to the
application-level multicast, there have also been several
key proposals for forming scalable IP-level multicast trees
for traditional 2-D videos, such as the core-based trees [72]
and the Mbone [73].

Constructing the distribution trees for 360◦ videos is
much more complicated, as it takes prohibitive amounts of
bandwidth to transport an entire high-quality 360◦ video
from its source to the edge servers and to the clients. The
worst case situation for 360◦ video transport is if every
user is watching a different and unpredictable viewport at
a different and unpredictable quality level, but that worst
case is not likely to occur in practice. In fact, viewers likely
watch 360◦ video in spatially, temporally, locationally, and
behaviorally coherent ways as follows.

1) Spatial Coherence: It dictates that the viewport of a
client is made up of tiles that are spatially adjacent to
each other. This means that the edge server can proactively
prefetch and cache tiles that are spatially adjacent to the
downstream client’s current viewport. In the case of a
viewport change, the required tiles for creating the new
view may already be in cache at a proximal edge server,
drastically reducing the delay.

2) Temporal Coherence: It dictates that a client’s view-
port is likely to evolve in a predictable way over time. For
example, if we know the trajectory of a client’s viewport,
one can predict the motion into the future, prefetch the
tiles that are needed next, and store it at a proximal edge
server, reducing the motion-to-photon delay.

3) Locational Coherence: It dictates that two clients in
close proximity, e.g., adjacent seats in a stadium, likely
have similar views. Clients in the same location may also
have similar connectivity and require tiles of the same
video quality, e.g., two clients in a home who share the
same connection to the Internet. Such locational coherence
can be exploited to reduce the amount of traffic on the
network.

4) Behavioral Coherence: It dictates that although clients
can in principle view 360◦ videos in arbitrary and uncor-
related ways, their viewports will likely be very corre-
lated [74], [75]. In many cases, there is a point of interest
that most clients will focus on. For example, in the case
of a soccer match, the eyes of most viewers will likely
follow the ball as it moves across the field. The use of
the cinematographic rules to constrain the client’s viewing
behavior will likely increase such coherence. If it can be
predicted, such coherence can also be exploited to send
less traffic through the network.

Exploiting such viewing coherences avoids transporting
all tiles at all qualities to the edge servers and drastically

reduces the traffic and delay by prefetching only what is
needed before it is needed. The major challenge in the
360◦ video transport is how (and whether) these coher-
ences can be exploited in a scalable, accurate, and efficient
manner, a topic that requires much future research.

B. Recent Work

Recent work has started to explore viewing coherences
in 360◦ videos. Graf et al. [36] propose a set of strategies,
in which only tiles of a viewport and their immediate
neighbors are streamed to the client, which can lead to
bitrate savings up to 65%. Zhou et al. [76] reengineer
the Facebook’s approach to stream 360◦ videos to an
Oculus HMD. Their evaluation reveals that abrupt changes
in viewport direction result in 20% waste of the total
download bandwidth due to the retrieval of unwatched
segments. Bao et al. propose a motion-based approach for
the omnidirectional 360◦ video [74], [77], where they
demonstrate that the users’ selection of viewport are cor-
related. This knowledge can be used to send a multicast
stream to the geographically colocated viewers.

Looking at the next-generation HMDs, where gaze
detection is possible, exploiting spatial coherence becomes
even more challenging though more rewarding. With gaze
detection, the HDM can provide accurate spatial informa-
tion that can pinpoint the focus of the client. The human
eye can see a rich image only for a small central viewing
angle of about 20◦ [78] beyond which the vision acuity
and color perception drastically decrease till it reaches
the full FoV of about 100◦. With gaze detection, gaze
information will flow as control information from the client
to the upstream edge and nodes of the distribution tree.
An approach to drastically reduce the amount of traffic
is to encode the video in multiple resolutions and tile
sizes, similar to the approaches proposed for a single-view
video [79]. Small-size high-resolution tiles can be used for
the central vision for the client, while the large-size low-
resolution tiles can be used for the peripheral vision.

V. E X P E R I E N C E

QoE [4], [80] has been used for many years to assess
the subjective experience of a viewer when viewing 2-D
streaming content. It has become clear that in systems that
present audio and visual contents to a user, pure objective
metrics, such as the ones often used to determine the
Quality of Service (QoS), are not sufficient since they do
not capture a user’s preferences and subjective assessment
of the quality of the presented content. For example, while
the average bitrate could be quite high, it could fluctuate
significantly on a short time scale, leading to many changes
in quality level during a streaming session, which can be
quite annoying for the viewer.

The increased popularity of ABR streaming has led to
a variety of proposals for QoE metrics [5], [8], [10].
Recently, an ITU recommendation [81] has been pub-
lished, which specifies the quality assessment for HTTP
adaptive streaming. Most of these proposals and the ITU
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recommendation are limited to the traditional 2-D, non-
interactive video. The results of these investigations show
that stalling (i.e., the pausing of the play out of content
due to lack of available data at the client) either at the
start of a video [7], [82] or during play out has the most
significant impact on QoE. Other significant factors are the
average quality, in which the video is streamed to the client
and how often the quality changes during play out [6], [7].
Furthermore, there have been efforts to map QoS to QoE
for the ABR streaming [83], [84]. While there is a large
body of work on QoE for the traditional 2-D video stream-
ing, only little is known in the area of 360◦ video delivery.
Ghosh et al. [85] present a rate adaptation algorithm for
the tile-based 360◦ video, in which they define QoE met-
rics. While these metrics present an initial approach, their
validity has not been demonstrated through subjective
assessment. Schatz et al. [86] present results from a QoE
evaluation of 360◦ video, but this approach only focuses
on the impact of stalling. The impact of other factors,
such as the motion-to-photon delay, caused by delay or jit-
ter and its potential to cause cybersickness are not
considered.

Singla et al. [87] present results on QoE and cybersick-
ness for the case of omnidirectional 360◦ video, but their
evaluation focuses on the effects caused by using different
HMDs, and the influence of video creation and delivery is
not considered. A test bed for the subjective evaluation of
omnidirectional content is proposed by Upenik et al [88].
Currently, this test bed only allows the evaluation of omni-
directional still images.

While several data sets for 360◦ video already exist [75],
[89], [89], [90], they have not been used for the purpose
of QoE evaluation but rather for the modeling of user
behaviors.

We believe that more structured research in the area
of QoE for 360◦ video streaming is required to better
evaluate how viewers perceive the viewing of such con-
tent. This will require a series of subjective assessments,
similar to the ones that have been performed for the
traditional 2-D video. A standard that describes how such
assessments should be performed, similar to the one for
television pictures [91], would assure that assessment
results generated by different entities are comparable.
Such research would also benefit from a test bed for such
assessments.

There are several aspects of QoE for 360◦ video stream-
ing, which should be assessed. We believe that the assess-
ment of factors that could impact cybersickness should be
investigated with high priority since this is an effect that
does not occur if one watches traditional 2-D videos on
a regular screen (in opposite to VR goggles and glasses).
Our hypothesis is that cybersickness caused by viewing
omnidirectional 360◦ videos via HMDs and abrupt scene
changes when viewing 360◦ video are the two significant
contributors to QoE.

One major focus with respect to future research on QoE
should be the investigation of the impact of cybersickness

on the users’ viewing experience. In addition, the influence
of network characteristics, such as delay, jitter, available
bandwidth, view/tile degradation ratio, and streaming
characteristics, such as stalling, quality changes, and view-
port changes on cybersickness, should be studied. It might
also be important to study if physiological symptoms, such
as heart rate and respiratory rate [92], [93], can be linked
to the subjective experience of viewers when viewing 360◦

videos. It should also be evaluated to what extent the pro-
vision of viewing guidance according to cinematographic
rules will impact QoE. As mentioned in Section III, certain
kinds of scene changes which do not adhere to cinemato-
graphic rules may cause a viewing discomfort, such as
disruption in continuous viewing and violation of synchro-
nized playback. While studies of the camera switching and
its impact on QoE have been performed in the past [94],
those have been very rudimentary and further studies are
required to better understand the relationship between the
two. Finally, the impact of interaction between real world
and cyber world on QoE should be studied. For example,
in the case of untethered HMDs, users will be able to walk
freely. In addition, body parts of the viewer (e.g., hands,
legs, and feet) are not visible, which might be another con-
tributing factor to the diminished QoE and cybersickness.
This will require mechanisms that provide feedback about
physical objects close to the viewer. In the case of AR and
teleimmersion, the impact of synchronization (or the lack
of) between real world and cyber world on QoE should
also be studied.

VI. C O N C L U S I O N

Omnidirectional and distributed 360◦ videos are increas-
ing in popularity. This increase can be attributed to new
content creation systems, such as the omnidirectional cam-
eras and end devices such as the VR headsets. With this
increase in popularity comes a new set of challenges for the
video streaming systems. In this paper, we focus on three
major facets of the 360◦ videos: content creation, video
distribution, and QoE. For each of these facets, we identify
major challenges and identify the existing approaches that
have been proposed.

While a significant amount of research has been per-
formed in the area of omnidirectional and distributed 360◦

videos in the recent past, many of the existing challenges
have not been solved and need further attention. First,
standardized QoE metrics that focus on the characteristics
of 360◦ video do not yet exist. Second, new mechanisms
that can meet the stringent latency requirements of 360◦

video, building on top of the existing CDN architectures,
have not yet been devised. Finally, while content creation
for 360◦ video has matured significantly in recent years,
the integration of cinematographic rules into content cre-
ation techniques is required to guide the viewer while
watching 360◦ content. In the long term, the increase
of popularity in 3-D teleimmersion applications driven by
advances in holographic displays will require new research
and streaming standards. �
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