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Streaming analytics require real-time aggregation and processing of geographically distributed data streams

continuously over time. The typical analytics infrastructure for processing such streams follow a hub-and-

spoke model, comprising multiple edges connected to a center by a wide-area network (WAN). The aggregation

of such streams often require that the results be available at the center within a certain acceptable delay

bound. Further, the WAN bandwidth available between the edges and the center is often scarce or expensive,

requiring that the traffic between the edges and the center be minimized.

We propose a novel Time-to-Live (TTL-)based mechanism for real-time aggregation that provably opti-

mizes both delay and traffic, providing a theoretical basis for understanding the delay-traffic tradeoff that is

fundamental to streaming analytics. Our TTL-based optimization model provides analytical answers to how

much aggregation should be performed at the edge versus the center, how much delay can be incurred at the

edges, and how the edge-to-center bandwidth must be apportioned across applications with different delay

requirements.

To evaluate our approach, we implement our TTL-based aggregation mechanism in Apache Flink, a popular

stream analytics framework. We deploy our Flink implementation in a hub-and-spoke architecture on geo-

distributed Amazon EC2 data centers and a WAN-emulated local testbed, and run aggregation tasks for

realistic workloads derived from extensive Akamai and Twitter traces. The delay-traffic tradeoff achieved by

our Flink implementation agrees closely with theoretical predictions of our model. We show that by deriving

the optimal TTLs using our model, our system can achieve a “sweet spot” where both delay and traffic are

minimized, in comparison to traditional aggregation schemes such as batching and streaming.
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Data analytics; Data streaming;
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1 INTRODUCTION
Streaming data analytics has been an important topic of research in recent years. Large quantities

of data are generated continuously over time across a variety of application domains such as web
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and social analytics, scientific computing and energy analytics. One of the key requirements in

modern data analytics services is the real-time analysis of these data streams to extract useful

and timely information for the analyst. Several distributed data analytics platforms [7, 36] have

been developed in recent times to meet this growing requirement of real-time streaming analytics.

Nowadays, a large amount of data is generated continuously by geographically distributed sources

(e.g., agents, sensors, mobile devices, edge nodes, etc.) in many streaming applications [34]. For

instance, services like Facebook, Twitter and Netflix continuously gather data from the end users

for a variety of analytical purposes such as finding the popular web content amongst their users or

monitoring the QoS metrics. Large content delivery networks (CDNs) like Akamai [25] that serve a

significant fraction of content on the Internet continuously collect data from their edge servers

and clients from around the globe to understand what, where and how content is accessed for the

purpose of providing content analytics insights to businesses.

Hub-and-spoke model for analytics processing. A typical analytics infrastructure for pro-

cessing such geo-distributed streams follows a hub-and-spoke model, which conceptually comprises

a single centralized “hub” connected to multiple edges by a wide-area network (WAN). The data is

either generated at the edge or collected at the edge from clients such as sensors, mobile devices etc.

In the latter case, clients report data to the edge that is “closest” to them. Each edge has a cluster of

servers to collect and process its data streams and then send the processed data to a central hub for

further processing. Analysts directly query the central server for retrieving the relevant analyzed

data. In this paper, we limit ourselves to aggregation-based processing which we explain next.

Data aggregation.We focus on optimizing a common and widely-used operation that is per-

formed within any analytics system – the operation of computing aggregates, such as the Reduce

operation in MapReduce, GroupBy in SQL and LINQ etc. We consider data streams in which every

record is of the type (k,v ), where k is the key and v is its corresponding value, e.g., in the Akamai

content analytics context the key could be a combination of content id (url) and geographic location

and the value could be the number of clients accessing the url from that location. Aggregation

is performed over such a key-value stream by grouping all records (k,vi ), 1 ≤ i ≤ n that have

the same key value k , to produce an aggregate record (k,v1 ⊕ v2 ⊕ · · · ⊕ vn ), where v1,v2, · · · ,vn
are the values received for key k up to time T and ⊕ is an application-defined associative binary

operator. Such operators can be as simple as sum ormax , or more sophisticated, including filters

(such as Bloom filters), transforms and sketches (such as HyperLogLog), and user-defined functions.

In this paper, we focus on continuous aggregation at the center where the newly arrived data record

(k,v ) is immediately aggregated into its key k’s aggregated value to provide the most updated

aggregated result for any key k .
Delay-traffic tradeoff. The data transfer from the edges to the center happens over a WAN link

which is generally scarce or expensive [27]. To save WAN bandwidth, the computing resources on

the edge could be utilized to perform (partial) aggregation on the input data stream before sending

intermediate results to the center for a full aggregation. Such edge-based aggregation leads to a

fundamental tradeoff between two key metrics: delay andWAN traffic, as illustrated in Figure 1.

Here, delay corresponds to the edge-induced aggregation delay
1
in computing the results, while

WAN traffic is the amount of data sent out over the wide-area links. Figure 1 shows the delay-traffic

tradeoff, with delay decreasing as traffic increases and vice versa. In particular, the two end-points

correspond to two extreme approaches to edge aggregation: streaming and batching. Streaming

refers to sending all the data from the edges to the center without any processing at the edges.

This approach is able to achieve the desired low delay but results in high WAN traffic. On the other

1
While network delay is another component of the end-to-end delay, we mainly focus on aggregation delay as this is a

direct consequence of edge aggregation, and consider network delay in Section 6.
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Fig. 1. Delay-traffic tradeoff. This figure shows the empirically computed delay and traffic for varying amounts
of edge-based aggregation for the Akamai trace using AWS EC2 testbed. More details in Section 5.

hand, batching
2
refers to aggregating the data at the edge for a long time (typically, a few hours)

and then sending the summarized data to the center for further processing. This approach is able

to achieve the desired low traffic but results in high delay. However, different analytics systems, or

even different applications using the same system, require different tradeoffs between delay and

traffic.

Real-world examples. We discuss examples of analytics services from industry to further

support the different delay-traffic tradeoff requirements explained above.

1) Akamai Media Analytics. Akamai Media Analytics [3] provides insights into online video

performance, quality of experience, and audience behavior by monitoring crucial metrics that

drive business critical decisions. Media Analytics consists of two main services: a delay-sensitive

Quality of Service (QoS) Monitor and a delay-tolerant Audience Analytics. The customers of both

the services are video providers who use Akamai’s video delivery services. Both analytics services

use a hub-and-spoke model where individual clients (video players) send information as a stream of

packets (called “beacons”) in real-time to the widely-distributed Akamai edge servers. Each beacon

has key-value pairs that are aggregated by the edge servers and then forwarded to a central hub

for more aggregation and processing. Users visualize the fully aggregated data by accessing the

central hub. Our experiments use the beacon traces from Akamai that underly both these services.

QoS Monitor analyzes the quality of video streams using metrics such as startup time, rebuffer

rates, audience size, bitrates, and availability in near real-time. The goal is for video providers using

the service to get a real-time view of how their end-users are experiencing their video streams

and take immediate diagnostic action if there is a noticeable quality degradation. A common use

case is when a large live streaming event such as the FIFA soccer world cup is being delivered by

Akamai. The analytics service is used to quickly identify and solve video quality degradations, even

as the event is in progress. Given the performance diagnostic goals of the service, reducing delay is

extremely important, even at a greater traffic cost.

Audience Analytics provides analytics around the behavior of the audience engaging with video

content using metrics such as time spent per video, geographic location of the user and so on. This

is not a service used for performance diagnostics, but rather for the video provider to gain analytic

insights useful for the business. So, it is more crucial to reduce the traffic cost, even at the expense

of greater delay.

2
Strictly speaking, anything that is not pure streaming can be called as batching but in this paper, we user the term batching

for referring to aggregation for a long time (such as few hours).
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2) Twitter Analytics. A large number of businesses use Twitter for their marketing and advertise-

ment campaigns [30]. In such cases, the businesses want to understand how their audience engages

with their brands and campaigns. Twitter Analytics such as trending hashtags, trending topics,

audience statistics etc are very common for making business decisions. The need for real-time

updates versus reducing traffic cost may vary depending on the specific use. For instance, real-time

advertisement campaigns are delay sensitive. But, brand awareness campaigns have longer-term

goals and less delay sensitive, making traffic cost reduction important. Consequently, our model

and algorithms allow for adjusting the relative weights of delay and traffic at a granular level, even

allowing per-key weights. Note that we use traces from Twitter for a trending topics query in our

evaluation.

In summary, between the extremes of streaming and batching, there are different operating

points for a wide-area data analytics system that represent different tradeoffs between delay and

traffic. A goal of our work is to devise edge aggregation mechanisms that can provably achieve the
desired delay-traffic tradeoffs.

Research contributions. In this paper, we propose a novel Time-to-Live (TTL)-based aggregation
mechanism for online stream aggregation that provably optimizes delay and traffic jointly. In this

approach, records corresponding to each key are aggregated at the edge for a certain time period

dictated by its TTL, before the aggregates are sent over the WAN to the center. The proposed

approach is able to achieve the desired delay-traffic tradeoff, and is also able to satisfy the low
delay - low traffic requirement where needed. To the best of our knowledge, we are the first to

provide a theoretical basis for understanding the delay-traffic tradeoff that is fundamental to

streaming analytics. In doing so, we provide analytical answers to how much aggregation should

be performed at the edge versus the center, how much delay can be incurred at the edges, and

how the edge-to-center bandwidth must be apportioned across different applications with different

delay requirements. We study the tradeoff between delay and traffic by presenting a family of

optimal TTL-based algorithms for jointly minimizing both delay and traffic. In addition, we present

extensions to our approach to solve two complementary problems: (i) minimizing delay under a

traffic constraint and (ii) minimizing traffic under a delay constraint. This paper makes the following

research contributions:

• To the best of our knowledge, the proposed TTL-based aggregation model is the first to provide a

theoretical basis for understanding the delay-traffic tradeoff that is fundamental to geo-distributed

streaming analytics. Our model also characterizes the storage requirements at the edges to achieve

such a tradeoff.

• Using this model, we show how to optimize delay and traffic jointly, achieving a user-desired

delay-traffic tradeoff, while also characterizing a stable “sweet spot” operating region that achieves

the “best” tradeoff where both delay and traffic are relatively small.

• We have implemented the TTL-based aggregation mechanism in Apache Flink, a popular stream

analytics framework. As part of this implementation, we provide a simple, expressible API for

users to easily leverage the proposed optimization framework. In addition, our optimization

dynamically adapts to changing workloads.

• We evaluate our approach through experiments running our Flink implementation on geo-

distributed Amazon EC2 data centers, as well as a local cluster emulating WAN characteristics.

The experiments are driven by real-world Akamai and Twitter traces. Our empirical results are

in close agreement with our theoretical model predictions. Further, we show that by deriving

the optimal TTLs using our model, our system can achieve a “sweet spot” stable operating point

where both delay and traffic are minimized, in comparison to traditional aggregation schemes

such as batching and streaming.
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• We show that the proposed TTL-based aggregation is general enough to model a wide variety of

optimization formulations with different types of objective functions and constraints.

2 TIME-TO-LIVE (TTL) AGGREGATORS
The main aggregation mechanism that we propose is a TTL aggregator that takes a key-value data
stream as input and outputs an aggregated key-value stream. The aggregator has a cache to store

keys for aggregation. Each key k has a TTL value Tk that is the time period for which the key k
must be kept in the cache. Figure 2 shows the flow of records in a TTL aggregator. When a record

(k,v ) arrives at the edge for which the key k is not present in the cache, a cache miss is said to have
occurred. In case of a cache miss, the key k is inserted into the cache and its aggregated value is set

to the value of the record, i.e., aддk = v . Additionally, a timer is created and assigned to key k with

its value set to the TTL value Tk of the key, i.e., (Timerk = Tk ). The timer counts down and until

the timer expires (i.e., Timerk = 0), any new records of key k are aggregated into the result stored

in the cache for key k without resetting the timer value. That is, for any new record (k,v ′) for
which the key k is present in the cache, a cache hit is said to have occurred and aддk = aддk ⊕ v

′
.

When timer Timerk goes to zero, the aggregated record (k,aддk ) is sent out in the output stream.

Relationship to TTL caches. There is extensive literature [6, 10, 12, 14, 15, 22] on TTL caches

that store frequently used objects in context of content, database records, memory pages, etc. Such

a cache would set a TTL when an object is first stored in cache and evict the object when the TTL

expires. While a TTL aggregator serves a different purpose, some of the theoretical analysis of TTL

caches directly apply. This novel connection between aggregation and traditional caching allows

us to bring to bear the analytical work done in the caching domain into data analytics.

Comparison with windowed grouped aggregation. Windowed grouped aggregation is a

common operation used in many stream processing frameworks, where records within a time

window are aggregated together. In some batch computing-based execution frameworks (e.g., Spark

Streaming [36]), windowed grouped aggregation is used for microbatching streams of records to

simulate stream computing. TTL-based aggregation approach provides a number of advantages

over windowed grouped aggregation.

First, the window size in windowed grouped aggregation is typically application-defined (and

fixed statically), whereas TTL-based aggregation supports dynamic TTL window sizes that can

help us achieve desired tradeoffs. Most systems also use the same window size across all the keys

in windowed grouped aggregation, whereas the TTL-based approach allows different TTL window

sizes for different keys. Even in cases where the window size can be tuned, determining the optimal

or "best” window size is hard in practice and is typically done using ad hoc approaches. TTL-based

aggregation, on the other hand, provides a principled approach to automatically and adaptively
determine per-key window sizes. It can be employed to achieve theoretically provable optimal

TTL window sizes that satisfy the desired delay-traffic tradeoffs (see Section 3). More broadly, the

TTL-based aggregation approach opens up the door for finding optimal solutions to a wide variety

of problem formulations with different types of constraints on delay and traffic. We give a flavor of

these in Section 6. No such solutions exist for windowed grouped aggregation to the best of our

knowledge.

Delay versus traffic tradeoff using a TTL aggregator. Suppose that each key k arrives in a

Poisson process
3
at the input of a TTL aggregator with rate λk (in records per unit time) and a

TTL value of Tk is used for that key. Let the expected aggregation delay, Dk , be the expected delay

experienced by the arrival of a record with key k , i.e., Dk is the expected time difference between

3
We relax the Poisson arrivals assumption for our implementation and empirical evaluation.
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Fig. 2. TTL aggregator.

the arrival of record with key k and the next departure of the record with that key. Let µk be the

departure rate
4
of key k (in records per unit time) andmk be the miss probability of key k .

Theorem 2.1. For all keys k , mk = µk =
1

1+λkTk
and the expected aggregation delay Dk =

(mk + 1)Tk/2 = ( 1

1+λkTk
+ 1)Tk/2.

Proof. The probability of not finding a key k in cache of the TTL aggregator is the miss

probabilitymk . Since the miss probability analysis derived in the context of TTL caches [14] equally

applies in our TTL aggregator context, we derivemk =
1

1+λkTk
. Since every flush of key k into the

output stream can be matched with a prior time when the key entered the cache on a “cache miss”

event, µk equals the miss probabilitymk .

The expected aggregation delay Dk , for each arrival of key k , can be computed as follows. When

a key k arrives at a time t and it results in a miss, that key is inserted into the cache, a timer is

set of the value of Tk , and the key is flushed from cache at time t +Tk . Thus, if the arrival of key
k at time t is a cache miss, its delay is exactly Tk . Note that a cache hit occurs for every arrival

of key k within the time interval [t , t + Tk ], since the key is present in cache during that time

period. Since the arrivals for key k are Poisson, the expected delay of the cache hits that arrive in

the interval [t , t +Tk ] is exactly half the size of that interval, i.e., the delay is Tk/2. To derive this

more formally, the cumulative delay experienced by all cache hit arrivals in the interval [t , t +Tk ]

is

∫ t+Tk
t λk (t +Tk − x )dx = λkT

2

k /2. Since the expected number of cache hit arrivals in interval

[t , t +Tk ] is λkTk , the expected aggregation delay per cache hit arrival is (λkT
2

k /2)/λkTk , which
equals Tk/2. Weighting the delay for cache misses and hits by their respective probabilities, the

aggregation delay Dk =mkTk + (1 −mk )Tk/2 = (mk + 1)Tk/2. □

Evaluating the storage at a TTL aggregator. Let B the expected number of keys in the

aggregator at a given time. The time-average probability (occupancy probability) that key k is in

the aggregator equals to 1 −mk . Therefore, we have

B =
∑
k

(1 −mk ) =
∑
k

λkTk
1 + λkTk

. (1)

3 OPTIMIZING DELAY-TRAFFIC TRADEOFF
Themain advantage of TTL aggregators is that they can be deployed at the edges of a hub-and-spoke

analytics system to provide precise, theoretically-validated delay-traffic tradeoffs. Let there beM

4
The departures may no longer be Poisson.
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edges with themth
edge having Nm distinct keys. Denote the sets of edges and distinct keys asM

andNm , respectively. Suppose that λ
m
k is arrival rate of kth key at themth

edge, where 1 ≤ k ≤ Nm
and 1 ≤ m ≤ M . An analytics system serves multiple applications that have different delay and

traffic requirements. A real-time application is more delay-sensitive and may place a greater penalty

for delay for its keys than a non-real-time one. An application with larger records may be more

expensive to transmit from edge to center than an application with records of a smaller size. So, to

posit a tradeoff between delay and traffic, we incorporate unit costs for traffic, cmk , and for delay, dkm ,

for each key value k at edgem, allowing variation in these costs according to both key and edge.

Our goal is to find the optimal vector of timersT = {Tm
k }k ∈Nm,m∈M to minimize the total cost

C (T ) incurred across all keys and edges as defined below

C (T ) = αCdelay + (1 − α )Ctraffic,

where the total delay cost
5
is Cdelay, the total traffic cost is Ctraffic and 0 ≤ α ≤ 1 is a system-

wide weighting factor that determines how the two costs are weighted against each other. Using

Theorem 2.1, we can write Cdelay as the sum of the delay cost of all keys over all edges, i.e.,

Cdelay =

M∑
m=1

Nm∑
k=1

dmk λmk T
m
k

2

*
,
1 +

1

1 + λmk T
m
k

+
-
. (2)

Similarly, we can write Ctraffic as the sum of the traffic cost of all keys over all edges, i.e.,

Ctraffic =

M∑
m=1

Nm∑
k=1

cmk λ
m
k

1 + λmk T
m
k
. (3)

Therefore, we can write the overall cost C (T ) to equal the following

α
M∑

m=1

Nm∑
k=1

dmk λmk T
m
k

2

*
,
1 +

1

1 + λmk T
m
k

+
-
+ (1 − α )

M∑
m=1

Nm∑
k=1

cmk λ
m
k

1 + λmk T
m
k
. (4)

The total delay costCdelay represents the loss of revenue for the network provider if it is not able

to meet the SLA signed with the application owner whose application uses its network. The total

traffic cost Ctraffic represents the operational cost for the network provider for enabling application

data transfer via its network.

Theorem 3.1. The optimal timers (TTLs) that minimize the expression for C (T ) in Equation (4)
satisfy

Tm
k =




1

λmk
*
,

√
2(1−α )cmk λmk

αdmk
− 1 − 1+

-
, λmk ≥

αdmk
(1−α )cmk

,

0, otherwise,
(5)

for k ∈ Nm andm ∈ M .

Proof. We first prove that C (T ) is convex in Tm
k and then derive the optimal value by differenti-

ating it with respect to Tm
k and setting the differential to zero. Details are in Appendix 10. □

Without loss of generality, we assume that the edges are ordered in the decreasing order of

arrival rate, i.e., λm
1
≥ · · · ≥ λmNm

. Suppose for each k = 1, · · · ,Nm , there exists a k
′, such that

5
Note that the network delay, measured as the time between the key being flushed from the edge server to the time that the

center receives it, is independent of our optimizing parameter Tk . Network delay can be easily incorporated within our

framework without impacting our analysis as shown in Appendix 10.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 3, No. 2, Article 29. Publication date: June 2019.



29:8 Dhruv Kumar et al.

Fig. 3. Example of the optimal TTL value T for a given key at a given edge server vs. its arrival rate λ.

λmk ′ ≥
αdmk′

(1−α )cmk′
and λmk ′+1 <

αdmk′+1
(1−α )cmk′+1

. From (1) and Theorem 3.1, we immediately have the following

corollary.

Corollary 3.2. Let Bm be the expected number of keys at edge serverm. Then,

Bm =
Nm∑
k=1

(1 −mk ) =
k ′∑
k=1

*
,
1 −

√
αdmk

2(1 − α )cmk λ
m
k − αd

m
k

+
-
. (6)

We next discuss how the TTL adapts to different factors: stream arrival rate, delay/traffic unit

cost, and the weighting factor α .

3.1 TTL adaptation to arrival rate
Let λ be the arrival rate of a given key at a given edge, c be its unit traffic cost, d be its unit delay cost,

and T be the optimal TTL derived for that key using Theorem 3.1. Figure 3 shows how optimizer

automatically adjusts the TTL T of the key in accordance to its arrival rate λ. The optimized TTL

aggregator exhibits different behaviors within each of four different ranges for the arrival rate λ as

we describe below.

Region 1: 0 ≤ λ ≤ λ0. In this region, the arrival rate λ is too low for any aggregation to occur and

the TTL T is set to zero. That is, the TTL aggregator “streams” the incoming records directly to the

center.

Region 2: λ0 ≤ λ ≤ λ1. In this region, the arrival rate λ is low but large enough to allow

aggregation. The TTL in the region is a concave increasing function of the arrival rate.

Region 3: λ1 ≤ λ ≤ λ2. In this region, the arrival rate is high enough that TTL can start to be

lowered while still achieving the traffic benefits of aggregation. The TTL in this region is a concave

decreasing function of the arrival rate.

Region 4: λ ≥ λ2. In this region, the arrival rates are very high and TTL can be lowered more

significantly and still maintain the traffic benefits of aggregation. The TTL in this region is a convex

decreasing function of the arrival rate.

The transitions points between the regions and the corresponding TTL values shown in Figure 3

can also be determined: λ0 ≜ αd
(1−α )c , λ1 ≜

(2+
√
2)αd

(1−α )c ,while λ2 can be derived numerically. In practice,

the arrival rate λ can be computed directly from the incoming data stream (see Section 4).
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Fig. 4. Example of stable operating region. The values of α inside the dashed red circle are stable operating
points, that correspond to relatively small delay and traffic that do not change too much with small changes
in α .

3.2 TTL adaptation to unit cost
We next consider how TTL is affected by the relative delay and traffic unit costs (d/c). It is clear
from (5) that the optimal timer T is decreasing in d/c, for a given key at a given edge with a given

arrival rate λ, and α . This is intuitive, as the ratio d/c increases, the cost of delay has a larger impact

than the cost of traffic, hence, to achieve the optimal tradeoff, it is intuitive to decrease the TTL T
such that Cdelay is decreased, and Ctraffic is increased. The converse holds when d/c is decreased.
As we described in the real-world examples in Section 1, there are can be different sets of

delay requirements for different customers of an analytics service. For instance, the keys that are

aggregated for a real-time marketing campaign or for QoS monitoring are more delay sensitive

than keys aggregated for a brand awareness campaign or for audience analytics. The unit delay cost

quantifies the delay sensitiveness of the key and represents the financial cost of an additional unit

of delay for the analytics customer. Thus, higher unit delay costs represent greater delay sensitivity

and vice versa. On the other hand, the unit traffic cost could represent the bandwidth cost incurred

by the analytics provider to transmit an additional data record.

3.3 TTL adaptation to α

The weighting factor α is an input parameter to the system, and the system operator can choose

different values of α to balance the impact of delay and traffic on the total cost. It is clear from (5)

that the optimal timer T is deceasing in α , for a given key at a given edge with a given arrival

rate λ in regions II, III, and IV in Figure 3, and given d and c values. Furthermore, the threshold

λ0 is increasing in α ∈ (0, 1), with its value satisfying (0,∞). For the two extreme cases, when

α → 0, λ0 → 0 and T → ∞, this corresponds to batching; when α → 1, λ0 → ∞ and T → 0, this
corresponds to streaming.

One possibility is to automatically derive the α value(s) that achieve(s) the “best” delay-traffic

tradeoff. To do so, we characterize the stable operating region across all the values of α . Intuitively,
our goal is to find a “sweet spot” operating region where both delay and traffic are relatively

small. Furthermore, for any point in this region, the value of delay and traffic do not change too

much around this point, i.e., the derivatives of delay and traffic are bounded at this point. Figure 4

illustrates the stable operating region for a pair of delay-traffic cost curves against α .
Choosing α in practice. As explained above, α is a system-wide knob which the analytics

provider can set to tradeoff delay and traffic costs across all consumers hosted on the analytics
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system. Using the real-life examples discussed in Section 1, an analytics system that hosts customers

of the QoS monitoring service may choose a higher value of α , say α > 0.8, to emphasize delay

sensitivity of the service. While an analytics system hosting consumers of the Audience Analytics

service may chose a lower value of α , say α < 0.2, to emphasize traffic cost sensitivity. An analytics

system that hosts a mix of delay and traffic cost sensitive services may choose a neutral value of α
and capture the varying requirements through the per-key unit costs for delay and traffic.

The above examples are meant to help us understand that the choice of α is very much dependent

on the type of services hosted by the analytics system. Having α as a user input adds to the flexibility

of the overall optimization framework and ultimately, shows the wide applicability of the proposed

optimization framework.

4 APACHE FLINK IMPLEMENTATION
In this section, we provide details of our implementation of the proposed TTL aggregation and its

optimization framework in Apache Flink [9], a popular stream processing engine. Apache Flink

follows the dataflow model [4] as its computation model. In the dataflow model, data streams

enter continuously into the system from various data sources and are transformed by a set of

stream operators. We introduce two new operators - TTLAggregation operator, which supports TTL

aggregation and TTLAggregationOptimized operator which incorporates the proposed optimization

framework. We first give details of these operators’ API for any user to use them in their application.

Then we give the details of the actual implementation of these operators in Apache Flink.

4.1 TTL Aggregation operators
TTLAggregation operator. The TTLAggregation operator allows the user to perform the proposed

TTL aggregation as explained in Section 2. The operator API is similar to that of the existing

window operators like Tumbling windows and Sliding windows [35]. TTLAggregation operator

takes as input the TTL value and the aggregation function to be performed on the data stream. For

example, the user can use the TTLAggregation operator as follows:

input
.keyBy(new KeySelectorFunction())
.process(new TTLAggregation(TTL,
new UserDefinedAggregateFunction()
));

Here, TTL is the TTL value to be used for TTL aggregation. It can be the same (a single floating

point value) or different (stored as a map, Map<Key, TTL>) across keys. Additionally, users can also

specify a default TTL as a second argument which will be used for any new keys in the data stream.

In the scenarios where the unique number of keys are very high, the user may want to partition the

keys into a smaller number of classes and instead provide the TTL for each class. This essentially

means adding another level of keying in the data stream.

TTLAggregationOptimized operator. The advantage of the proposed TTLAggregation operator

over the existing window operators such as Tumbling window operator is that it can benefit from

the optimization framework proposed in this paper. It can help the user achieve the delay-traffic
tradeoffs achieved by the proposed optimization framework. To this end, we introduce another

operator called as TTLAggregationOptimized which uses the optimization framework proposed

in this paper to compute the TTL value for every key. The user can also choose between per-key

optimization or global optimization in which the entire data stream is considered to be belonging

to a single global key. For example, the user can use per-key optimization in the following way:
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Fig. 5. Implementation design for TTLAggregationOptimized operator in Apache Flink.

input
.keyBy(new KeySelectorFunction())
.process(new TTLAggregationOptimized(PerKey=True, α,

DelayCost, TrafficCost, InitialTTL, UpdateInterval,
new UserDefinedAggregateFunction()

));

Here α , DelayCost and TrafficCost are user-defined tradeoff parameter, unit delay cost and unit

traffic cost respectively, as discussed in Section 3. This operator allows the unit delay cost and unit

traffic cost to be same (single floating point value) or different (Map<Key, UnitCost>) across all keys,

allowing multi-class differentiation.

Adaptive TTL optimization. In a real system, the arrival rates of incoming data streams will vary

over time. Therefore, we implement an adaptive TTL optimization where TTLs are re-computed

periodically based on current key arrival rates. The UpdateInterval argument allows the user to

recompute the TTLs after every UpdateInterval time units. InitialTTL is the TTL value assigned

to each key until the system has sufficient data to measure its arrival rate.

Note that the proposed TTL operators can also be implemented in other stream processing

engines such as Spark Streaming [36] and Apache Heron [24] which we leave as part of the future

work. In Section 5, we also show how our TTL-based optimization framework can be used to

optimize delay-traffic tradeoff for traditional windowed group aggregation.

4.2 Prototype
The design of TTLAggregationOptimized operator is shown in Figure 5. It has the following four

components:

TTL dictionary. It stores the up-to-date TTL value for each key.

TTL aggregator cache. It functions exactly as explained in Section 2. It receives the incoming

data stream, performs TTL aggregation, stores the most up-to-date aggregated value for every key

and sends the aggregated records to downstream operators. If the incoming record’s key does not

exist in the TTL aggregator cache, the key is inserted into the TTL aggregator cache and the key’s

timer value is set to its current TTL value, fetched from the TTL dictionary. If the key already exists

in the TTL aggregator cache, the aggregated value of the key is updated with the current record’s

value. Whenever the key’s timer expires, the TTL aggregator cache evicts the key and sends the

aggregated record to the downstream operators.

Arrival rate tracker. The Arrival rate tracker monitors the incoming data stream. It maintains the

most up-to-date arrival rate of each key and updates the arrival rate of a key whenever it receives

a new record for that key. The average arrival rate for each key is computed using exponential
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smoothing [8] (with smoothing factor = 0.9 in our implementation). Note that more sophisticated

methods of arrival rate prediction can be used but the investigation of these methods is beyond the

scope of this paper and are left as part of future work.

Optimizer. The optimizer is the main component implementing the entire optimization framework

proposed in Section 3. The optimizer runs an adaptive algorithm that periodically retrieves the

most up-to-date arrival rates for all the keys from the Arrival rate tracker and recomputes the TTL

values for the keys for which the change in arrival rate is above a certain threshold. The TTL values

are computed using Equation (5). The recomputed TTL values are saved into the TTL dictionary for

subsequent accesses. Note that the TTL computation for each key involves a single mathematical

formula whose computation overhead is negligible.

TTLAggregation operator has a similar design to the TTLAggregationOptimized operator. The

only difference is the absence of the Arrival rate tracker component and the way in which TTL

values are computed. The TTLAggregation operator directly takes the TTL values as an input from

the user and does not modify them during the course of the query execution.

5 EMPIRICAL EVALUATION
5.1 Experimental setup
We consider the hub-and-spoke system topology where there is a central server connected to

multiple edge servers. In this setup, a Flink cluster runs on each of the central and edge server sites.

Each of the edge sites continuously ingests a separate incoming data stream, performs aggregation

using the TTLAggregationOptimized operator (Section 4.1) and then forwards the aggregated data

to the central server. The central server receives the data from all the edge servers, performs a

final aggregation and then saves the final results into a database. Additionally, we also run a data

streamer locally on each of the edge sites to generate raw input data streams which are sent to the

respective edge clusters. We now describe each of the above mentioned components in detail.

Data streamer. It replays timestamped records from a trace file and can speed up or slow down

record replay to explore different stream arrival rates. Each record has three components: <arrival
timestamp, key, value>. The data streamer sends each record <key, value> to the Flink job running

at the edge according to its timestamp.

Edge site. The Flink job running on the edge cluster receives data records from the data streamer

and assigns an arrival timestamp to each record. Then the records are partitioned based on keys using

the keyBy operator. The partitioned records are then forwarded to the TTLAggregationOptimized

operator. This TTLAggregationOptimized operator performs the user specified aggregation function

using the proposed TTL aggregation mechanism (Section 2) and then forwards the aggregated

records to the output sink operator. The output sink operator assigns eviction timestamp to every

record and sends the record to the TCP socket Socketcenter,in listening at the central server site.

Central site. The center continuously receives the incoming partially aggregated records from the

edge, assigns them an arrival timestamp, performs the final aggregation and updates the database

with the most recent aggregated values.

We demonstrate the effectiveness and practicality of our algorithms through a real deployment

of the hub-and-spoke system topology on two testbeds:

AWS EC2 testbed.We use 6 AWS EC2 (t2.xlarge instance type) geographically distributed sites

for our experiments. We run the central server in California region while the edge servers are

deployed in Virginia, Oregon, London, Mumbai and Seoul. The data streamer runs locally on each

of the edge server sites.

Emulated testbed.We also run our experiments on a local 12-node testbed which emulates the

WAN bandwidth characteristics measured across the AWS EC2 sites. Each of the central server and
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edge servers run on a cluster of two machines each. Each machine is a 6-core Intel(R) Xeon(R) CPU

E5-2620 v3 @ 2.40GHz. All the machines are connected by a 1 Gbps ethernet. We emulate WAN

characteristics using Linux TC utility.

Evaluation metrics. We use the following metrics:

• Delay: We measure the edge aggregation delay to be the time spent by a record at the edge. This

is computed by taking the difference between the eviction timestamp and the arrival timestamp of

the record at the edge. As discussed earlier, we mainly focus on the edge aggregation delay here.

We also compute the edge-to-center network delay and show it in results as appropriate.

• Traffic: We define traffic to be the number of records transmitted per second over the WAN.

5.2 Datasets and queries
Datasets. We use two datasets to evaluate our proposed approach: a collection of anonymized

beacon logs from Akamai’s download analytics service, and the real tweet data from Twitter.

Akamai [25] operates a large geographically distributed content delivery network. It runs real-life

analytics services for a variety of purposes. One such service is the download analytics service [1]

which is consumed by the content providers for tracking important metrics such as the unique

number of users downloading a particular content, the location from where an item is downloaded,

the type of device used for downloading, the download performance experienced by the user, the

number of successful complete downloads and so on. These metrics are collected from a software

called as Download Manager [2] that is installed on millions of user devices such as mobiles,

desktops, tablets, laptops, etc. This download manager is typically used for downloading softwares,

software updates, music, videos, games, security updates, etc. The download manager running

on the user device logs information about its downloads to the geographically distributed edge

servers using beacons
6
. These beacons contain anonymized information about the download start

time, url, content size, number of bytes downloaded, user’s ip, user’s network, user’s geography,

server’s network and server’s geography. The beacon logs were collected for an entire one month.

We normalize data sizes, traffic sizes, time durations etc, for the purpose of keeping confidentiality. We
use the maximum value of these metrics that are plotted as the denominator for normalization, so that
points have co-ordinates in the range [0, 1].

The real tweet data from Twitter was collected using publicly available Twitter Streaming APIs

[31] in December 2015. It consists of approximately 4 million tweets per day. The Twitter Streaming

APIs only give a sample of the actual Twitter workload. Hence, we scaled the playback rate to around

6000 tweets per second to emulate the actual tweet rate [32]. Each tweet contains information

such as the username, user location, language of the tweet, actual tweet contents, user gender, age,

country, etc. Each tweet record is on an average 450 bytes which leads to a tweet stream rate of

around 20 Mbps.

For both the datasets, we distribute the data records across the edge server sites based on their

geographic information.

Queries. For the Akamai workload, we compute the Sum,Max and HyperLoдLoд [13] aggregation

for a very common query which groups by content provider id, the user’s country code, and the

url accessed. The number of unique keys in this query are of the order of 10
6
. The Sum aggregation

computes the total number of bytes successfully downloaded for each key, the Max aggregation

computes the largest successful download size for each key, and the HyperLogLog aggregation is

used to approximate the number of unique client IP addresses for each key. Due to space constraints,

we only show the results corresponding to the Sum aggregation queries, but similar results hold for

6
A beacon is a HTTP GET request by the Download Manager for a small GIF containing the reported values in its url query

string.
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(a) Representative key 1. (b) Representative key 2.

Fig. 6. CDF of inter-arrival times for real Akamai trace and synthetic trace for two representative keys.

other queries and aggregation operators. For Twitter data, we show results for the popular word

count query which computes the frequency of words appearing in tweets grouped by location.

Similar results hold for other Twitter queries such as the trending topics query which computes

the frequency of tweets grouped by location, language and topic but they are not shown due to

space constraints.

5.3 Empirical results
We first show the key results of our evaluation by running experiments using the Akamai trace on

the AWS EC2 testbed.

Characteristics of the real-world Akamai trace. We first show that the real-world Akamai

trace does not have strict Poisson arrivals for any key. To that end, we generate a synthetic trace

based on the real Akamai trace, where each key follows Poisson arrivals with the same average

arrival rate as in the Akamai trace. We analyzed the distribution of inter-arrival times for the

corresponding keys from the real and synthetic trace and found them to be visibly different as

depicted in Figure 6. Additionally, we performed the Two Sample Kolmogorov-Smirnov test (KS test)

for a quantitative comparison of the distribution of inter-arrival times for the corresponding keys

in real and synthetic traces for Akamai. We used a P-value of 0.05 for rejecting the null hypothesis

that the two samples were drawn from the same distribution. None of the keys passed the KS test,

showing that the real Akamai trace does not have strict Poisson arrivals for any key.

Comparison of theoretical and empirical results. We now show that despite the fact that the

real-world traces, such as the Akamai trace, may not be strictly Poisson, our proposed theoretical

optimization model with Poisson assumptions works well in practice. To that end, we compare the

theoretically computed average delay, traffic, and storage costs (calculated using Equations (2), (3),

and (1)) to the empirically computed delay, traffic, and storage costs. In particular, we compare three

results: 1) empirical costs for the real Akamai trace, 2) empirical costs for the synthetic Poisson

trace with same key arrival rates as the Akamai trace as described earlier, and 3) theoretical costs

for the same synthetic trace. We vary the tradeoff parameter α from 0 to 1 and for each α , we
compute all three results. We use d = 0.01, c = 1 for all the keys at all the edges.

Figure 7 compares the curves for all three cases. We can see that the theoretical costs match very

well with the empirical costs for the synthetic trace while the empirical costs for the real Akamai

trace differ slightly more with the other two.

Another important takeaway from Figure 7 is the variation of delay and traffic costs as α goes

from 0 to 1. Our proposed approach can cover the entire delay-traffic tradeoff curve with batching
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(a) Delay vs. traffic. (b) Delay vs. α .

(c) Traffic vs. α . (d) Storage vs α .

Fig. 7. Comparison between theory and experimental results of delay-traffic tradeoff for Akamai trace.

on the left end and streaming on the right end. Depending on the delay-traffic tradeoff requirement

of the application, the user can choose an appropriate α . For instance, if the user is looking for the

“best” delay-traffic tradeoff, an α value in the range 0.8-0.9 would work well in this experiment.

Here, the “best” delay-traffic tradeoff is able to simultaneously achieve 90% reduction in delay as
compared to batching and 94% reduction in traffic as compared to streaming. Given the close match

between theoretical and empirical results, a key point here is that this “best” (or stable) operating

region can be derived theoretically (as discussed in Section 3.3), rather than through trial-and-error

empirically, as is the common practice today.

Multi-class traffic differentiation. Next, we show the effect of the variation in dmk /c
m
k ratio on

Tm
k and consequently on the delay-traffic tradeoff. We consider two classes of keys: high priority

keys (called as class R) having dmk = 1, cmk = 1 and low priority keys (called as class NR) having

dmk = 0.01, cmk = 1. Here, class R has a relatively higher delay-traffic unit cost ratio (dmk /c
m
k )

compared to class NR, and thus, a lower tolerance for delay, even at the expense of higher traffic.

We can see from Figure 8 that the average delay is lower for high priority keys while the average

traffic is higher for high priority keys. This result is in accordance with the theory in Section 3.2.

This differentiation is useful in the scenarios where some keys are less delay tolerant than the

Proc. ACM Meas. Anal. Comput. Syst., Vol. 3, No. 2, Article 29. Publication date: June 2019.



29:16 Dhruv Kumar et al.

(a) Delay vs. α . (b) Traffic vs. α .

Fig. 8. Delay-traffic tradeoffs for multi-class traffic. The delay (resp. traffic) for class R (dmk /c
m
k = 1) is always

lower (resp. higher) compared to that for class NR (dmk /c
m
k = 0.01).

Fig. 9. Comparison of total cost for per-key (Pk) and global (Glb) approaches for both TTL-based aggregation
(TTL) and windowed grouped aggregation (Window).

others. A typical example of this would be a QoS monitoring data stream which sends the video

delivery statistics to the center for all the users. If there are both paid users and unpaid users in the

incoming data stream, then the paid users’ statistics are more critical and must reach the center

sooner than that of the unpaid users. In this case, the paid users’ keys would be assigned lower

delays compared to the unpaid users’ keys.

We now show other results of our evaluation by running experiments on the emulated testbed.
Application of TTL-based optimization to windowed grouped aggregation. Here, we show
how our proposed TTL-based optimization framework can be used to optimize windowed group

aggregation, where the optimal window size is derived by our optimization framework.

We compare the delay-traffic tradeoff for our TTL-based aggregation operator to a windowed

grouped aggregation operator, that uses the TTL values derived from our optimization framework
as its window size. We also consider two types of windowing (and TTL-based) approaches. One

is per-key windowing where each key has its own window size, i.e., the windows are unaligned
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Fig. 10. Comparison of static TTL and adaptive TTL.

in stream processing terminology. The second is global windowing where all keys have aligned
windows of same size. For computing the TTL for the global windowing case, instead of considering

the individual arrival rates of every key, we compute the average of the arrival rates of all the keys

and use this average as the common arrival rate for all the keys. We vary the tradeoff parameter α
from 0 to 1 and we use d = 0.01, c = 1 for all the keys.

Figures 9 shows the total cost comparison for windowed grouped aggregation and TTL-based

aggregation approach. We see that the results match closely for the per-key windowing as well

as for the global windowing. At the same time, the total cost for per-key TTL-based aggregation

approach can be up to 10% less than that of the global TTL-based aggregation approach. Similar

trend is seen for per-key vs. global windowed grouped aggregation as well. From these results,

we conclude that the optimization model proposed in this work can be used for achieving a good

delay-traffic tradeoff in windowed grouped aggregation (if the window sizes are tunable and can

be used with per-key windowing).

Adaptive TTL optimization. In practice, the arrival rates of the keys in the incoming data stream

may not be known a priori, and may also change over time. Thus, it is important to recompute the

TTLs periodically so that the TTLs reflect the current arrival rates. To show the performance of

our proposed approach in such scenarios, we consider a synthetic trace in which the arrival rates

keep on changing continuously (first increase for a certain time and then decrease). The record

arrivals follow Poisson distribution. We consider two approaches:

• Static TTL approach. In this approach, the average arrival rates of the keys are computed using

the entire trace at the beginning of the experiment (hence, this is the best static approach). We use

this pre-computed arrival rate to compute the TTL value for each key and use this TTL value for

the entire processing of the synthetic trace.

• Adaptive TTL approach. In this approach, we start from an initial TTL and recompute the TTL

periodically online using the most up-to-date arrival rate of the keys, as discussed in Section 4.2.
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Figure 10 compares the static TTL approach with the adaptive TTL approach. Due to space

constraints, we only show the results of one key. Results for other keys also follow the same trend.

Here, we fix α = 0.6, c = 1,d = 1. We can see that as the arrival rate varies, the TTL value also

keeps on changing taking into account the most up-to-date arrival rate. An interesting point to note

here is that the TTL varies in accordance with the theory proposed and explained in Section 3.1.

Section 3.1 explains that as the arrival rate increases, the TTL goes through four regions: Region

1, where the TTL is zero because of very low arrival rate, Region 2, where the TTL is a concave

increasing function of the arrival rate, Region 3, where the TTL starts decreasing and Region 4,

where the TTL decreases significantly. These four regions are shown as R1, R2, R3 and R4 in Figure

10. Note that there is some noise in the initial portion and the last portion of the trace due to the

arrival rate being too low, which sometimes results in bursty arrivals in the adaptation intervals.

The more interesting portion is the middle portion where the arrival rate increases significantly.

Here, we see that initially TTL also increases with the arrival rate (Region 2), but beyond a point, it

switches to decreasing with increasing rate (Region 3), and continues to decrease as the arrival rate

increases (Region 4). Once the arrival rate starts decreasing, we see a reverse transition through

the different regions.

Based on the variation in TTL, the instantaneous delay cost, traffic cost and total cost also

vary accordingly. We see that at low arrival rates, the total cost for both the static and adaptive

approaches is about the same (close to 0), but as the rate increases, Adaptive achieves lower total

cost (up to 31% near the peak arrival rate). Looking at the delay and traffic curves, we find that the

TTL is tuned to lower delay aggressively at the expense of higher traffic during high rate periods.

This is primarily because of the parameter values of α , c and d , which prefer lower delay compared

to traffic. For other values of these parameters, the optimization framework will still try to achieve

low total cost, though the desired delay-traffic tradeoff point may be different.

Twitter trace results. We next show one key result of our evaluation by running experiments

using the Twitter trace on the emulated testbed. Due to space constraints, we omit other results

but the conclusions remain the same. As in the case of Akamai trace, we again confirm that the

real-world Twitter trace does not have strict Poisson arrivals for any key. For this, we generate

another synthetic trace based on the real Twitter trace where each key follows Poisson arrivals with

the same average arrival rate as in the Twitter trace. The KS-test (with P-value of 0.05) comparing

the distribution of the inter-arrival times for the corresponding keys in the real and synthetic traces

fails for all the keys, indicating that the real Twitter trace does not have Poisson arrivals for any

key.

Here, we again show that the proposed optimization model works well in practice by comparing

our empirical results to the theoretical results for the Twitter trace. Similar to Figure 7, we consider

three results: 1) empirical costs for the real Twitter trace, 2) empirical costs for the synthetic trace

and 3) theoretical costs for the synthetic trace. We vary the tradeoff parameter α from 0 to 1 and

for each α , we compute all three results.

The results are shown in Figure 11. We can see that in this case also, the theoretical costs match

very well with the empirical costs. The "best" delay-traffic tradeoff in this case can be achieved

by choosing α in the range 0.4-0.5 where both delay and traffic are small in comparison to the

batching delay and streaming traffic.

6 EXTENSIONS
Here, we show how our framework can be extended to explore TTL aggregators in other types of

problems. We consider two particular problems. One is to minimize the delay cost with a traffic

constraint, the other is to minimize the traffic cost with a delay constraint.
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(a) Delay vs. traffic. (b) Delay vs. α .

(c) Traffic vs. α . (d) Storage vs. α .

Fig. 11. Comparison between theory and experimental results of delay-traffic tradeoff for Twitter trace.

6.1 Minimizing delay (traffic bound)
Since the bandwidth for the edge-to-center WAN is usually limited, we consider the problem to

minimize the delay subject to a traffic constraint. Our goal is to find the optimal vector of timers

T = {Tm
k }k ∈Nm,m∈M to minimize the total delay costCdelay incurred across all keys and edges, such

that the traffic over all keys on each edge is bounded, i.e.,

min Cdelay

s.t. Cm
traffic

≤Wm , m = 1, · · · ,M,

Tm
k ≤ T

m
k,max
, k = 1, · · · ,Nm , m = 1, · · · ,M, (7)

where Cm
traffic

is the traffic caused by all keys on edgem. Using Theorem 2.1, we can write Cm
traffic

as

the sum of the delay cost of all keys over edgem, i.e.,Cm
traffic

=
∑Nm

k=1
cmk λmk

1+λmk Tmk
.Wm is a constant, e.g.,

average bandwidth limit on traffic for edgem. Tm
k,max

is the maximal delay that key k can tolerate,

which is a constant based on the application.
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Theorem 6.1. The optimal timers (TTLs) that minimize the expression for Cdelay in Equation (7)
satisfy

Tm
i = 0, i = 1, · · · , j,

Tm
i = T

m
i,max, i = j + 1, · · · ,Nm , (8)

where we assume that the delay costs per content are sorted as dm
1
≥ dm

2
≥ · · · ≥ dmNm

, and j satisfies



j∑
k=1

cmk λ
m
k +

Nm∑
k=j+1

cmk λ
m
k

1 + λmk T
m
k,max


=Wm , (9)

where ⌈·⌉ is the ceiling function.

(a) Delay vs. traffic budget. (b) Traffic vs. traffic budget. (c) Storage vs. traffic budget.

Fig. 12. Minimize delay with a constraint on traffic. Keys with higher unit delay cost (dmk ) are always given
preference over the keys with lower unit delay cost in the assignment of available traffic budget.

Empirical results. Intuitively, Theorem 6.1 tries to assign the available traffic budget (called

constraint in the theorem) to the keys having higher unit delay costs as compared to others. To

showcase how this theorem works in practice, we run a simple empirical analysis on the emulated

testbed using the Akamai trace. In this experiment, we consider two classes of keys: high priority

keys (class R) having higher dmk (= 1) and low priority keys (class NR) having lower dmk (= 0.01). We

use cmk = 1 for all the keys. We vary the available traffic budget from zero to the minimum traffic

budget required for streaming all the keys without any delay.

From Figure 12, we can see that initially, when the available traffic budget is very small, the

model assigns the complete budget to high priority keys. As the available traffic budget increases,

the model first assigns the available budget to the high priority keys and then assigns the remaining

portion of the budget to the low priority keys. Therefore, we see that first the average delay goes on

decreasing for the high priority keys until it becomes close to zero. Till this point, the average delay

for the low priority keys remains high since they have not been assigned any traffic budget. After

this point, the average delay for the low priority keys starts decreasing as they also start getting

assigned some portion of the traffic budget. Correspondingly, the traffic for high priority keys

keeps increasing with the increase in the available traffic budget until almost all the high priority

keys are sent without any delay. Till this point, the traffic for the low priority keys is negligible

since they have not been assigned any traffic budget. After this point, the traffic for the low priority

keys starts increasing as they also start getting assigned some portion of the budget.
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6.2 Minimizing traffic (delay bound)
Some applications have a stringent constraint on the delay between edge servers and the center,

hence we consider the problem to minimize the traffic subject to a delay constraint. Our goal is

to find the optimal vector of timers T = {Tm
k }k ∈Nm,m∈M to minimize the total traffic cost Ctraffic

incurred across all keys and edges, such that the delay over all keys on each edge is bounded, i.e.,

min Ctraffic

s.t. Cm
delay
≤ Γm , m = 1, · · · ,M,

Tm
k ≤ T

m
k,max
, k = 1, · · · ,Nm , m = 1, · · · ,M, (10)

whereCm
delay

is the delay experienced by all keys on edgem. Using Theorem 2.1, we can writeCm
delay

as the sum of the delay cost of all keys over edgem, i.e.,

Cdelay =

M∑
m=1

Nm∑
k=1

dmk λmk T
m
k

2

*
,
1 +

1

1 + λmk T
m
k

+
-

(11)

Γm is a constant, e.g., average delay limit for edgem.

Theorem 6.2. The optimal timers (TTLs) that minimize the expression for Ctraffic in Equation (10)
satisfy

Tm
i = T

m
i,max, i = 1, · · · , l ,

Tm
i = 0, i = l + 1, · · · ,Nm , (12)

where we assume that the traffic costs per content are sorted as cm
1
≥ cm

2
≥ · · · ≥ cNm , and l satisfies



l∑
k=1

*
,

dmk λmk T
m
k,max

2

*
,
1 +

1

1 + λmk T
m
k,max

+
-
+ dmk λmk B

m
k
+
-


= Γm . (13)

(a) Delay vs. delay budget. (b) Traffic vs. delay budget. (c) Storage vs. delay budget.

Fig. 13. Minimize traffic with a constraint on delay. The delay for class R (dmk /c
m
k = 1) is always lower in

comparison to the delay for class NR (dmk /c
m
k = 0.01) while the traffic for class R is always higher in comparison

to the delay for class NR.

Empirical results.We conduct a similar experiment to the traffic bound optimization case here

using the Akamai trace on the emulated testbed. In this experiment, we again consider two classes

of keys: high priority keys (class NR) having higher cmk (= 1) and low priority keys (class R) having

lower cmk (= 0.01). We use dmk = 0.01 for all the keys. We vary the available delay budget from zero

to the minimum delay budget required for batching all the keys. Figure 13 shows the results. We

see a similar trend to that seen with the traffic bound case here, where the high priority class gets
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allocated its portion of the delay budget first, and the low priority class gets the remaining portion

(if available). We note that our current formulation provides a strict prioritization of traffic or delay

across classes based on their delay/traffic unit cost preferences. This formulation can be extended

to achieve some fairness across different classes, to avoid starvation of lower priority classes. Such

an extension is part of our future work.

7 RELATEDWORK
Stream processing systems. A number of stream processing systems have been proposed in

recent times [9, 23, 24, 36], which aim at supporting streaming data applications requiring low

latency and high throughput. All of these systems work well in a single data center environment,

where the available bandwidth is much more abundant compared to a wide-area setting. Our work

focuses on achieving the delay-traffic tradeoff in a geo-distributed environment and can benefit

from these systems for efficient stream processing at every individual edge or center. We have

showcased the benefits of our approach by implementing a prototype in Apache Flink running at

every edge and center.

Geo-distributed analytics.Much of the work in the area of geo-distributed analytics has focused

on batch analytics [19, 27, 33], which optimizes query and placement of data and tasks to balance

bandwidth usage and latency. On the contrary, our work focuses on streaming analytics, where

latency is a critical metric.

JetStream [28] and AWStream [37] are wide-area streaming analytics systems. AWStream is

an improvement over JetStream, but both systems focus on trading off accuracy with bandwidth

consumption. Moreover, AWStream relies on offline empirical evaluation to choose the best tradeoff.

Sana [21] is yet another wide-area streaming analytics system focusing on multi-query optimiza-

tion in a wide-area environment. Our proposed work, on the other hand, provides a theoretical

framework for trading off delay with traffic. Further, our online algorithm automatically tries

to identify the optimal delay-traffic tradeoff. Some of the techniques proposed by these works,

including quality degradation and multi-query optimization, are complementary to our work.

TTL caches. TTL caches have been employed in the Domain Name System (DNS) since the early

days of Internet [22]. More recently, it has gained attention due to fact that a simple and tractable

analysis can be modeled to mimic the behaviors of caching algorithms. [10, 11] first introduced the

notion of characteristic time for LRU under IRM to show that TTL caches can be used to provide

accurate estimates of the performance of large caches. The accuracy of TTL cache is theoretically

justified under IRM [6] and stationary processes [20], and numerically verified under renewal

processes [16]. Its performance in cache networks has been studied [6, 15, 26]. All of the prior

work focus on using TTL caches for storing popular objects of various types. While our use of TTL

for aggregation is novel, some of the prior work on the mathematical properties of TTL caches

are relevant in our new context, allowing us to use the expression for miss rates derived in this

literature.

Aggregation. Aggregation is an important operator in analytics and has been studied in the past

in various contexts. Heintz et al. focused on delay-traffic tradeoff [18] as well as delay-accuracy

tradeoff [17] in the context of windowed grouped aggregation in geo-distributed streaming analytics.

Our work is different from both these works from two perspectives. First, we focus on continuous

aggregation instead of windowed grouped aggregation. Second, we propose theoretically sound

online algorithms for achieving the desired delay-traffic tradeoff as compared to the heuristic-

based online algorithms proposed in both of these prior works. Amur et al. [5] studied grouped

aggregation focusing on the design and implementation of efficient data structures for batch and

streaming computation but did not consider delay as a performance metric which is critical in the

geo-distributed setting. Aggregation has also been studied in sensor networks [29], where the goal
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is to gather and aggregate data in an energy efficient manner to enhance network lifetime. The

goal of our work is different and is to achieve the desired delay-traffic tradeoff in a geo-distributed

environment.

8 CONCLUSION
In this paper, we proposed a new TTL-based mechanism for aggregation that allows us to model

and optimize the all-important delay-traffic tradeoff in wide-area streaming analytics. TTLs have

been widely used in the context of caching frequently used objects, such objects range from DNS

entries to web pages. However, its use for aggregating wide-area distributed data streams is novel.

As we show with our Apache Flink implementation, TTL aggregators are easy to implement in

the current stream processing frameworks. We also show that the TTL mechanism provides a set

of knobs that can be used by the network operator to balance delay and traffic costs of a large

geo-distributed analytics system in a manner that is predictable and theoretically well-founded.

As future work, we plan to consider applications of the TTL approach to other types of wide-area

stream processing.
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10 APPENDIX
Expected end-to-end delay:We characterize the average end-to-end delay that each key expe-

riences as comprising the network delay due to key transmission from edge server to the central

controller, as well as the aggregation delay caused by key aggregation at the edge server. W.l.o.g.,

we consider a key k from edge serverm, ∀m ∈ M. Using Theorem 2.1, the aggregation delay of

key k at edgem, denoted by Dm
a-delay-k

, can be derived as follows.

Dm
a-delay-k

=

(
1

1 + λmk T
m
k
+ 1

)
Tm
k

2

,
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where λmk is the arrival rate of key k at edgem. Then the total expected aggregation delay for all

keys from edge serverm is

Dm
a-delay

=

Nm∑
k=1

λmk D
m
a-delay-k

=

Nm∑
k=1

(
1

1 + λmk T
m
k
+ 1

)
λmk T

m
k

2

, (14)

and the total expected aggregation delay cost for all keys from edge serverm is

Cm
a-delay

=

Nm∑
k=1

dmk λmk D
m
a-delay-k

=

Nm∑
k=1

(
1

1 + λmk T
m
k
+ 1

)
dmk λmk T

m
k

2

, (15)

where dmk is a constant characterizing the average delay cost for key k .
The network delay is measured as the time between the key being flushed from the edge server

to the time that the central hub receives it, which is a constant. Denote it as δmk for key k from

severm. The total expected network delay experienced by all keys from edge serverm is

Dm
n-delay

=

Nm∑
k=1

λmk δ
m
k , (16)

then total expected network delay cost experienced by all keys from edge serverm is

Cm
n-delay

=

Nm∑
k=1

dmk λmk δ
m
k . (17)

Thus, the total expected end-to-end delay and total expected end-to-end delay cost for all keys from
edge serverm is

Dm
delay
= Dm

a-delay
+ Dm

n-delay
, (18)

Cm
delay
= Cm

a-delay
+Cm

n-delay
. (19)

Therefore, the total expected end-to-end delay and total expected end-to-end delay cost in the whole

system is

Ddelay =

M∑
m=1

Dm
delay
, Cdelay =

M∑
m=1

Cm
delay
. (20)

Proposition 1. Cdelay is increasing in Tm
k for k ∈ Nm ,m ∈ M .

This is clear from (15) and (17), and intuitive since larger Tm
k results in more aggregation, which

increase the delay.

Average traffic: Traffic is measured as the number of updates sent over the network from edge

caches to the center. In our model, a cache miss is proceeded by a update or a update (“flush")

follows a cache miss. Hence, the number of updates equals to the number of cache miss. Therefore,

the total expected traffic caused by all keys from edge serverm is

TRm
traffic

=

Nm∑
k=1

λmk m
m
k =

Nm∑
k=1

λmk
1 + λmk T

m
k
, (21)

and the total expected traffic cost caused by all keys from edge serverm is

Cm
traffic

=

Nm∑
k=1

cmk λ
m
k m

m
k =

Nm∑
k=1

cmk λ
m
k

1 + λmk T
m
k
, (22)

where cmk is a constant characterizing the average traffic (miss) cost for content k .
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Therefore, the total expected traffic and the total expected traffic cost in the whole system is

TRtraffic =

M∑
m=1

TRm
traffic
, Ctraffic =

M∑
m=1

Cm
traffic
. (23)

Proposition 2. Ctraffic is decreasing in Tm
k for k ∈ Nm ,m ∈ M .

This is clear from (22), and intuitive since largerTm
k results in more aggregation, which decreases

the traffic.

Our goal is to find optimal timers {Tm
k }k ∈Nm,m∈M to jointly obtain the optimal tradeoff between

the whole system delay and traffic cost. To do so, we first define the following functions

C (T ) = αCdelay + (1 − α )Ctraffic

= α
M∑

m=1

Nm∑
k=1

((
1

1 + λmk T
m
k
+ 1

)
dmk λmk T

m
k

2

+ dmk λmk δ
m
k

)
+ (1 − α )

M∑
m=1

Nm∑
k=1

cmk λ
m
k

1 + λmk T
m
k
. (24)

Proof of theorem 3.1:

Proof. We first show thatC (T ) is convex inTm
k for k ∈ Nm ,m ∈ M .We examine the properties

of its second derivative as follows. The first-order derivative of C (T ) with respect to (w.r.t.) Tm
k is

αdmk λmk
2
+

αdmk λmk
2

1

(1+λmk Tmk )2
−

(1−α )cmk (λmk )2

(1+λmk Tmk )2
, then its second derivative w.r.t. Tm

k is

∂2C (T )

∂(Tm
k )2
=
−α (λmk )

2dmk
(1 + λmk T

m
k )3
+
2(1 − α ) (λmk )

3cmk
(1 + λmk T

m
k )3

=
α (λmk )

2dmk
(1 + λmk T

m
k )
> 0

since α ≥ 0, Tm
k ≥ 0, λmk ≥ 0 and dmk > 0. Hence C (T ) is convex in Tm

k for k ∈ Nm ,m ∈ M .
Since C (T ) is convex in Tm

k , for k ∈ Nm ,m ∈ M, we take its derivative w.r.t. Tm
k and set it to

zero, we have

αdmk λmk
2

+
αdmk λmk

2

1

(1 + λmk T
m
k )2
−

(1 − α )cmk (λmk )
2

(1 + λmk T
m
k )2

= 0,

i.e., Tm
k =

1

λmk
*
,

√
2(1−α )cmk λmk

αdmk
− 1 − 1+

-
. In real system, we require Tm

k ≥ 0, i.e, λmk ≥
αdmk

(1−α )cmk
. Hence,

for all k ∈ Nm with 0 ≤ λmk <
αdmk

(1−α )cmk
, we map its timer Tm

k to zero. □

Derivation of transition points in Figure 3:

Proof. Without loss of generality, we consider a given key k at a given edge. From Theorem 3.1,

we have T = 0 if λ is in region I in Figure 3. In the following, we consider the case λ ≥ λ0.
We consider the first derivative of T (λ) w.r.t. λ,

∂T

∂λ
= −

1

λ2
*
,

√
2(1 − α )cλ

αd
− 1 − 1+

-
+
1

λ
·
1

2

1√
2(1−α )cλ

αd − 1

·
2(1 − α )c

αd

=
1

λ2


1 −

(1 − α )cλ − αd

αd

√
αd

2(1 − α )cλ − αd


. (25)
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Then, for
∂T
∂λ > 0, we have (2−

√
2)αd

(1−α )c < λ < (2+
√
2)αd

(1−α )c . As λ ≥
αd

(1−α )c , we have
αd

(1−α )c ≤ λ < (2+
√
2)αd

(1−α )c .

Similarly, λ ≥ (2+
√
2)αd

(1−α )c when
∂T
∂λ < 0. Therefore, T is increasing in λ when

αd
(1−α )c ≤ λ < (2+

√
2)αd

(1−α )c ,

and decreasing in λ when λ ≥ (2+
√
2)αd

(1−α )c . Denote λ0 ≜ αd
(1−α )c , and λ1 ≜

(2+
√
2)αd

(1−α )c .

Next, we consider the second derivative,

∂2T

∂λ2
= −

2

λ3


1 −

(1 − α )cλ − αd

αd

√
αd

2(1 − α )cλ − αd



+
1

λ2


−

(1 − α )c

αd

√
αd

2(1 − α )cλ − αd
−

(1 − α )cλ − αd

αd
·
√
αd · (−

1

2

)
2(1 − α )c

[2(1 − α )cλ − αd]3/2



= −
2

λ3
+
[

√
3(1 − α )cλ − (

√
3 − 1)αd][

√
3(1 − α )cλ − (

√
3 + 1)αd]

λ3 (αd )1/2[2(1 − α )cλ − αd]3/2
. (26)

Again, consider
∂2T
∂λ2 < 0, we have

[

√
3(1 − α )cλ − (

√
3 − 1)αd][

√
3(1 − α )cλ − (

√
3 + 1)αd] < 2(αd )1/2[2(1 − α )cλ − αd]3/2. (27)

Denote f1 (λ) = [

√
3(1−α )cλ − (

√
3− 1)αd][

√
3(1−α )cλ − (

√
3+ 1)αd], and f2 (λ) = 2(αd )1/2[2(1−

α )cλ − αd]3/2. It is easy to check that both f1 and f2 are increasing in λ when λ ≥ αd
(1−α )c , and

f1 (λ1) = (8 + 6
√
2) (αd )2 < f2 (λ1) = (14 + 10

√
2) (αd )2. (28)

Thus, it is clear that
∂2T
∂λ2 < 0 when λ0 ≤ λ ≤ λ1, i.e., T is concavely increasing in λ when

λ0 ≤ λ ≤ λ1.
Now, suppose there exists a λ2 such that

∂2T
∂λ2 = 0, thus it is clear that λ2 > λ1 from (27) and (28).

Therefore, we have T concavely increasing in λ when λ0 ≤ λ ≤ λ1, concavely decreasing in λ
when λ1 ≤ λ ≤ λ2, and convexly decreasing in λ when λ > λ2.

Since f1 (λ) > f2 (λ) when λ is large, while f1 (λ) < f2 (λ) when λ is small, and both f1 and f2 are
continuous, hence λ2 indeed exists. We can numerically verify the existence and value of λ2. □

Proof of corollary 3.2:

Proof. From (1) and Theorem 3.1, we immediately have

Bm =
Nm∑
k=1

(1 −mk ) =
Nm∑
k=1

λkTk
1 + λkTk

= Nm −

Nm∑
k=1

1

1 + λkTk

= Nm − *
,

k ′∑
k=1

1

1 + λkTk
+

Nm∑
k=k ′+1

1

1 + λkTk
+
-

= Nm − *
,

k ′∑
k=1

1

1 + λmk
*
,

1

λmk
*
,

√
2(1−α )cmk λmk

αdmk
− 1 − 1+

-
+
-

+

Nm∑
k=k ′+1

1

1 + λmk · 0
+
-

=

k ′∑
k=1

*
,
1 −

√
αdmk

2(1 − α )cmk λ
m
k − αd

m
k

+
-
. (29)

□

Received February 2019; revised March 2019; accepted April 2019

Proc. ACM Meas. Anal. Comput. Syst., Vol. 3, No. 2, Article 29. Publication date: June 2019.


	Abstract
	1 Introduction
	2 Time-to-Live (TTL) Aggregators
	3 Optimizing Delay-Traffic Tradeoff
	3.1 TTL adaptation to arrival rate
	3.2 TTL adaptation to unit cost
	3.3 TTL adaptation to 

	4 Apache Flink Implementation
	4.1 TTL Aggregation operators
	4.2 Prototype

	5 Empirical Evaluation
	5.1 Experimental setup
	5.2 Datasets and queries
	5.3 Empirical results

	6 Extensions
	6.1 Minimizing delay (traffic bound)
	6.2 Minimizing traffic (delay bound)

	7 Related Work
	8 Conclusion
	9 Acknowledgments
	References
	10 Appendix

