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Abstract—The rapid proliferation of electric vehicles results in
drastic increase in the total energy demand of EVs. Given the lim-
ited charging rate capacity of charging stations and uncertainty of
EV arrivals, the aggregate demand might go beyond the charging
station capacity, even with proper scheduling. This paper formu-
lates a social welfare maximization problem for EV charging
scheduling with charging capacity constraint. Even though the
underlying problem is linear, it is difficult to tackle since the
input to the problem, i.e., charging profile of EVs, reveals in
online fashion. We devise charging scheduling algorithms that
not only work in online scenario, but also provide the following
two key features: (i) on-arrival commitment; respecting the
capacity constraint may hinder fulfilling charging requirement
of deadline-constrained EVs entirely. Therefore, committing a
guaranteed charging amount upon arrival of each EV is highly
required; (ii) (group)-strategy-proofness as a salient feature to
promote EVs to reveal their true type and do not collude with
other EVs. Extensive simulations using real traces demonstrate
the effectiveness of our online scheduling algorithms as compared
to the optimal non-committed offline solution.

Index Terms—Electric vehicle, online charging scheduling, on-
arrival commitment, group-strategy-proofness

I. INTRODUCTION

W ITH the increase in environmental concerns related to
carbon emission, and rapid drop in battery prices (e.g.,

35% in 2015 [1]), the market share of electric vehicles (EV)
is rapidly growing. Bloomberg predicts that 2020s will be the
decade of electric vehicles [1]. Also, Gartner [2] reports that
the global EV market share boosts up to 10% and 20% by
2020 and 2030, respectively.

The growing number of EVs along with the unprecedented
advances in battery capacity and technology results in dras-
tic increase in the total energy demand of EVs. The large
charging demand makes the EV charging scheduling problem
challenging. An apparent challenge is that even with taking
the advantage of deferrable property of charging demands and
performing proper scheduling, the aggregate demand might
be beyond the tolerable charging rate of the station, given
physical constraints of charger devices and transformers [3].
For example, the power capacity of a transformer in North
America is limited to 25 kVA [4]. Furthermore, in practice,
EVs arrive to charging station in online fashion and the
charging station has no information about the arrival and
demand of the future EVs. This makes the charging scheduling
even more challenging.

B. Alinia and N. Crespi are with the department of Networks
and Mobile Multimedia Services (RS2M), Institut Mines-Telecom, Tele-
com SudParis, Evry, France (e-mail: bahram.alinia@telecom-sudparis.eu,
noel.crespi@mines-telecom.fr).

M. H. Hajiesmaili is with the College of Information and Com-
puter Sciences, University of Massachusetts, Amherst (e-mail: hajies-
maili@cs.umass.edu).

In the recent years, the EV charging scheduling problem has
attracted much attention from the research community [9]–
[19]. Several studies [9], [11]–[14], [16], [17] have tackled
different scenarios of EV charging scheduling problems (with
different objectives and set of constraints) in online scenario.
However, none of the above works, explicitly formulate the
problem considering the power capacity constraint of the sta-
tions. The problems studied in [20], [21] have considered peak
shaving in EV charging problem by trying to minimize the
peak demand. However, the aggregate EV charging requests
might be too large such that even with the goal of minimizing
the peak demand, the total demand at some time slots is
beyond the charging station’s power capacity. Consequently,
this approach fails to guarantee respecting the power capacity
of the charging station.

In this paper, we focus on a promising alternative advocated
in the recent studies [5], [6], [22]–[24], where the limited
capacity of station is incorporated as a constraint in the
underlying problem. More specifically, we study online EV
charging scheduling, where the EVs arrive at charging station
at different times in online manner, and the station has no
information about future arrivals. Upon arrival of an EV, it
announces its departure time (or deadline), charging demand,
maximum instantaneous charging rate, and willingness to pay.
The goal is to schedule the charging of EVs, such that the
social welfare (defined precisely in Section II) is maximized,
and the charging capacity of the station is respected.

In addition to the inherent challenge raised by the need
for online solution design [25], we aim to tackle two other
challenges as follows:

(1) Online scheduling with on-arrival commitment. Enforc-
ing capacity constraint may result in partial or no charging
of some EVs. In a proper design, the scheduling mechanism
must provide on-arrival commitment for the EVs, meaning
that the mechanism must notify each EV upon receiving its
charging demand whether or not it can receive (completely
or partially) the original demand within the available window.
The departure time of an EV implies a deadline to be respected
by the charging station (e.g., a user may want to take the EV
from the charging station when leaving a work place while
being notified about the minimum resource1 it will receive
by its departure time). Without on-arrival commitment, at
departure time, an EV may realize that its charging request
is not fulfilled, which definitely degrades the user satisfaction.
Providing on-arrival commitment, however, is challenging in

1Two types of resources considered in this paper are power capacity of
station and the number of charging slots (see Section II). When not stated
specifically, the term “resource” refers to power capacity.
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TABLE I: Comparison of the previous and the current mechanism design

Reference Objective function Underlying
optimization problem

Charging
Commitment? Truthfulness? Group-

strategyproofness?
Stein et al. [5] Social welfare Online MILP Late X 7

Chen et al. [6] Total valuation of
served jobs Online LP On-arrival 7 7

Lucier et al. [7] Total valuation of
served jobs Online LP Late 7 7

Azar et al. [8] Total valuation of
served jobs Online LP Late X 7

Gerding et al. [9] Total valuation of
served jobs Online LP 7 X 7

This work Social welfare Online LP On-arrival X X

online setting since the scheduler has no information about
the demand profile of future arrivals, and giving commitment
to the arrived EVs may come at the expense of loosing some
future demands with higher unit values (see Section II-A for
the definition) even with “re-optimizing” the offline solutions.

None of the related designs [5]–[8], to the best of our
knowledge, can support on-arrival commitment. The authors
in [7], [8] focus on scheduling of deadline-constrained jobs
and propose an algorithm that commits to finish a job only
once it begins to process it, that might not be upon the
arrival. The online algorithm in [5] commits to charge EVs
in arbitrarily time after their arrival. In [6], a competitive
online algorithm with on-arrival commitment is proposed for
deadline-constrained jobs. However, instantaneous charging
rate limit of EV batteries hinders direct application of the
design in [6] into the EV charging scheduling problem.

(2) Strategy-proof and group-strategy-proof scheduling de-
sign. The second challenge is a highly desired feature in social
maximization problems which tries to propose mechanisms
that are robust against selfish users and groups. Generally
speaking, algorithmic mechanism design [26] is a field of
game theory, that tries to devise truthful (also known as
strategy-proof) mechanisms such that it is guaranteed that
reporting true values is the best strategy for the players
(EVs in our problem) regardless of the behavior of the
others. Group-strategy-proofness is a natural generalization
of strategy-proofness that tries to guarantee that not only
truth-telling is the dominant strategy for individual players,
but also, no group of players can improve the utility of at
least one member of the group by lying, when the values
of the other players are fixed. Studies in [5], [8], [27]–[29]
analyze the strategy-proofness of the proposed mechanisms,
however, their algorithms fail to guarantee group-strategy-
proofness of the scheduling algorithms. To the best of our
knowledge, there is no scheduling mechanism design that can
provide full incentive (strategy-proofness and group-strategy-
proofness) for EV charging scheduling problem. In Table I, a
brief summary of related work and the differences with our
study are listed.

Putting together the above challenges, we aim to propose
(group)-strategy-proof online EV charging scheduling algo-
rithms with on-arrival commitment. Toward this, we make the
following contributions:
. In Section II, we formulate EV charging scheduling

problem to maximize social welfare of the users, with several
capacity constraints. Even though the formulated problem is

linear, it is coupled with the time, thereby challenging to solve
in online manner.
. In Section III, we propose a simple, yet effective on-

line scheduling algorithm (SCOMMIT) that addresses the first
challenge by providing on-arrival commitment for the EVs.
SCOMMIT analyzes the recent demands as a clue to make
scheduling and commitment decisions. SCOMMIT relies only
on the information of available EVs and has no assumptions
on the probabilistic modeling of future arrivals.
. In Sections IV and V, we tackle the second challenge

and first propose TCOMMIT that extends the SCOMMIT to
guarantee strategy-proofness. By illustrative examples, we
demonstrate that TCOMMIT fails to guarantee the group-
strategy-proofness. Then, we design the GCOMMIT algorithm
that guarantees group-strategy-proofness. To the best of our
knowledge, this is the first work that studies developing group-
strategy-proof algorithms for EV scheduling problems.
. In Section VI, we analyze the performance of the proposed

algorithms. In particular, we prove that there is no online com-
petitive algorithm with on-arrival commitment for the problem,
i.e., no online algorithm can simultaneously provide on-arrival
commitment and performance guarantee as compared to the
non-committed offline optimum. However, we demonstrate
that in a special case that the charging commitment is ex-
cluded from the definition of the social welfare, our proposed
algorithms are 2-competitive with the optimal offline solution.
. In Section VII, we extend the algorithms to the case that

the station has partial access to future charging demands.
. Finally in Section VIII, we evaluate the efficiency of the

proposed algorithms and compare them to the optimal offline
solution and several classic scheduling algorithms.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

With the summary of notations in Table II, we present the
system model. We consider a time-slotted system model in
which the time horizon is divided to T equal length time slots,
e.g., 1 hour, denoted by T = {1, 2, . . . , T}. There are n EVs
(user or player, used interchangeably) denoted by set N .

Definition 1 (Type of each EV). Each EV i is characterized by
its “type” πi = 〈ai, di, vi, Di, ki〉 indicating its arrival time,
departure time, value for the user or willingness to pay,
charging demand, and maximum charging rate, respectively.

We refer to time interval Ti = [ai, di] as the availability
window of EV i. At time slot t in availability window of EV
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TABLE II: Summary of notations
Notation Description

ai Arrival time of EV i
di Departure time of EV i
Di Demand of EV i
vi Valuation of EV i for receiving its demand Di

ki Maximum charging rate of EV i in kW
rti Residual demand of EV i at t i.e., Di −

∑t
t′=ai

yt
′

i

N Set of all EVs with |N | = n, indexed by i
N t Set of available EVs at t
Ct Set of active EVs at t with yti > 0
Wt Set of active EVs at t with yti = 0, rti > 0
T Number of time slots, indexed by t
T {1, 2, . . . , T}
Ti {ai, ai + 1, . . . , di}
P Power capacity constraint (in kWh) in charging station
C Slot capacity constraint (i.e., number of charging slots)
yti opt. variable, The amount that EV i is charged at t
γi opt. variable, Commitment given to EV i on its arrival
xti opt. variable, xti = 1, if yti > 0 and 0, otherwise

i, the scheduler sets the charging rate of i, denoted by yti , to
a value less the charging rate ki. Define an auxiliary binary
variable xti with xti = 1, if yti > 0 and xti = 0, otherwise.

We assume that for EV i, its type represent a feasible
demand, i.e., we have Di ≤ ki(di − ai + 1). The maximum
charging rate ki depends on the physical specification of EV’s
battery (See Table IV for maximum charging rate of popular
EV models). The valuation vi indicates the worthiness of
receiving the submitted demand Di before the departure time
di. Note that vi is the willingness of EV i to pay and it is
different from actual payment (see Section IV for details).
Moreover, for each EV i, its unit value is defined as the ratio
between the total value and the demand, i.e., vi/Di.

We study the charging scheduling problem in online setting
where the type of an EV is not revealed to the scheduler until
it arrives at the station. Also, we do not have any assumptions
on the underlying stochastic process of EV arrivals.

At each time slot, the total power that can be flowed to the
EVs is limited to a specific amount of P kW, which we refer
to it as the “power capacity” constraint throughout the paper.
The power capacity parameter P is a system parameter that
is identified based on the maximum aggregate power that the
chargers in the station are able to deliver at any slot [12], [30],
[31]. Moreover, let C be the “slot capacity” constraint which
is the number of chargers available in the station that restricts
the number of EVs that can concurrently get charged at each
time slot. As a direct consequence of power and slot capacity
constraints, it may not be feasible to fulfill all demands of
the vehicles within their availability windows. Consequently,
some users may leave the charging station with partial or no
charging. Hence, in such a scenario, it is crucial to notify
the user upon its arrival on how much charging amount is
guaranteed during its availability window.

B. Social Welfare Maximization Problem

We aim to devise a scheduler that gives on-arrival commit-
ment. More specifically, let 0 ≤ γi ≤ 1 be the commitment
degree assigned by the charging station to EV i at the
beginning of time slot ai. Once the scheduler decides on the
commitment degree γi, it is committed to deliver at least γiDi

kWh of energy before the departure time di. The extreme
cases are (i) γi = 0 where there is no commitment on the
amount of electricity that EV i receives; and, (ii) γi = 1
where it is guaranteed that EV i receives all its demand Di

before departure. Deciding the commitment degree is highly
challenging in online setting, since at each time instance there
is no information about the future EV arrivals, Hence, it is
possible to loose opportunity of charging future high valuable
EVs because of commitments given in the previous time slots.

Taking into account the valuation of demands for the EVs
and the commitment degrees, we use two criteria (referred to
as J1 and J2) to measure the social welfare of the system.
The first criteria measures the aggregate value of allocated
resources, i.e.,

J1 =

n∑
i=1

vi
Di

∑
t∈Ti

yti . (1)

Note that in Equation (1), we assume that if EV i receives all
its demand, i.e.,

∑
t∈Ti y

t
i = Di, the value for the user is vi;

otherwise, the value is proportional to the amount of resource
the EV received, i.e., (vi×

∑
t∈Ti y

t
i)/Di. The second criteria,

J2, determines the charging commitment to the users:

J2 =

n∑
i=1

viγi. (2)

Definition 2 (Social welfare). Assuming truthful bidding (see
Section IV), the social welfare in the EV charging scheduling
scenario is defined as the aggregate utility of the charging
station, i.e., the total payments obtained from the EVs, and
the aggregate utility of the users, that is J1 + J2 (as defined
in Equations. (1) and (2)) subtracted by their payment (see
Equation (4) for the formal definition of utility of each user).
The payments between the charging station and users cancel
themselves, hence, the social welfare of the entire system
considering utility of both users and charging station is
equivalent to J1 + J2. Consequently, in the social welfare
maximization problem, the objective is to maximize J1 + J2.

Given the social welfare definition above, we formulate
social welfare maximization problem (SWMP) as

SWMP: max J1 + J2 (3a)

s.t.
∑
t∈Ti

yti ≤ Di, ∀i ∈ N , (3b)∑
t∈Ti

yti ≥ γiDi, ∀i ∈ N , (3c)∑
i:t∈Ti

yti ≤ P, ∀t ∈ T , (3d)∑
i

xti ≤ C, ∀t ∈ T , (3e)

yti ∈ [0, ki], ∀i, t ∈ Ti, (3f)
yti = 0, ∀i, t : t /∈ Ti (3g)
xti = 1, ∀i, t : yti > 0, (3h)
xti = 0, ∀i, t : yti = 0, (3i)
γi ∈ [0, 1], ∀i ∈ N . (3j)
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TABLE III: Brief description of the algorithms

Algorithm Description
SCOMMIT Online scheduling with on-arrival commitment
TCOMMIT Online scheduling with on-arrival commitment and

strategy-proofness
GCOMMIT Online scheduling with on-arrival commitment and

group-strategy-proofness

The optimization variables are charging commitment γi for
each EV i and its charging rate yti at each slot t in Ti. Note
that xti is a function of yti and thus it is an auxiliary optimiza-
tion variable to facilitate the formulation of the paper. Con-
straint (3b) restricts the charging of each EV to its charging
demand. Constraint (3c) ensures the charging commitments
are adhered by the scheduler. The power capacity constraint
is represented in (3d), where at each time slot, total power to
be allocated is restricted to P kW. Constraint (3e) represents
slot capacity constraint and restricts the total number of EVs to
get charged at each time slot. Finally, Constraints (3h) and (3i)
restricts the values of auxiliary binary variable as a function
of the original optimization variable.

III. ONLINE SCHEDULING DESIGN WITH ON-ARRIVAL
COMMITMENT

In this section, we propose SCOMMIT as an online schedul-
ing algorithm for SWMP, assuming that the EVs report their
true values. Extension to the case that promotes truth-telling is
studied in Section IV. We note that all the algorithms will be
run by the station in online manner, and the vehicles submit
their charging profile to the stations shortly before their arrival.
An overview of the algorithms in this paper is in Table III.

Generally speaking, the SWMP problem can be considered
as a time-expanded online version of the well-established
fractional knapsack problem [32] where the latter can be
optimally solved using a greedy algorithm that sorts items
based on the unit values and selects the most valuable items
until reaching the capacity of the knapsack. Our problem is
more complicated due to (i) expansion over time, and more
importantly, (ii) the online nature of the problem. The general
ideas in devising our algorithms utilize the similar sorting idea.

1) The Details of the SCOMMIT in Algorithm 1: The
SCOMMIT runs at each time slot and is developed based on
two main ideas. First, the EVs with higher unit value are in
priority. Second, the commitment decision is made based on
whether or not (i) the unit value of the new EV is higher
than a threshold, or (ii) a specific amount of the resource in
availability window of the EV is available.

The high level description of SCOMMIT and its truthful
version, TCOMMIT, is given in Fig. 1. The details of SCOMMIT
are as follows. In Lines 4-5 and given that there are some new
arrivals at the current slot, the algorithm first sorts the new EVs
in a non-increasing order of their unit values. Then, it selects
one EV i at a time and decides on the commitment value (i.e.,
γi) by calling the SETGAMMA procedure (see Section III-2
for details) in Line 7 and if γi > 0, the algorithm reserves the
promised resources (Line 9) by calling the PRESCHEDULEEV
procedure (details in Section III-3). After this step, it is
possible that the aggregate charging amount of EVs is less

Start

Yes
t=1?

New arrival?

New arrival?

YesNo

Set the charging 
rates according to 
the previous time 

slot

Yes
Set charging 

commitments by 
SETGAMMA

A commitment 
is given?

Reserve resources by 
PRESCHEDULEEVs

Yes

Allocate remaining 
resources by 

RESCHEDULEEVs based 
on unit values

No

No

Fig. 1: SCOMMIT and TCOMMIT’s charging mechanism at slot
t. In case of new arrival, the main algorithm calls SETGAMMA
to assign charging commitments. The promised resources are
then reserved by PRESCHEDULEEV. Any remaining resource
at time slot t will be allocated then by RESCHEDULEEVS.

Algorithm 1: SCOMMIT: ∀t ∈ {1, . . . , T}
Input: EVs to arrive on the fly
Output: A feasible charging scheduling

1 N t ← {i ∈ N : t ∈ Ti}
2 rti ← Di −

∑t
u=ai

yui ,∀i ∈ N t

3 Wt ← {i ∈ N t : yti = 0, rti > 0}
4 if there are new arrivals then
5 L ← Sorted list of new arrived EVs in a

non-increasing order of their unit value (i.e., vi
Di

)
6 foreach EV i ∈ L do
7 γi ← SETGAMMA(i)
8 if γi > 0 then
9 PRESCHEDULEEV(i)

10 else
11 Wt ←Wt ∪ {i}

12 if Wt 6= ∅ then
13 RESCHEDULEEVS(N t)

14 else
15 if t > 1 then
16 foreach EV i ∈ N t do
17 if yti is not set yet (by PRESCHEDULEEV)

then
18 yti ← min{yt−1i , rti}
19 Update rti

than the power capacity, i.e.,
∑
i∈N t yti < P . Hence, the

procedure RESCHEDULEEVS is called (Line 13) to allocate
the remaining resources (details in Section III-4). Note that in
the RESCHEDULEEVS, the scheduler allocates resources to
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Algorithm 2: SETGAMMA

Input: Profile of EV i, parameters ∆ ∈ Z+, and
α ∈ [0, 1]

Output: γi
1 γi ← 0, s← 0
2 for each t in Ti do
3 if

∑
i x

t
i < C then

4 s← s+ min{ki, P −
∑
j∈N t ytj}

5 if
∑
t∈Ti

∑
j y

t
j ≤ α(di − ai + 1)P then

6 γi ← min{1, s/Di}
7 else
8 Aj ←

{
j ∈ N : Tj ∩ [ai −∆, ai] 6= ∅ and γj = 1

}
9 th←

∑
j∈Aj

vj/Dj

|Aj |
10 if vi

Di
> th then

11 γi ← min{1, s/Di}

Algorithm 3: PRESCHEDULEEV
Input: EV i to be scheduled for charging
Output: Charging plan for EV i

1 Ri ← γiDi

2 t← ai
3 while Ri > 0 do
4 if

∑
i x

t
i < C then

5 r ← min{ki, Ri, P −
∑
j∈N t ytj}

6 yti ← r
7 Ri ← Ri − r
8 t← t+ 1

EVs which is beyond its commitment.
If there is no new arrival at the current slot, in Line 18, the

SCOMMIT sets the charging rate of all EVs with γi = 0 to
the same amount of the previous time slot (or less if an EV
needs less power to finish its charging).

2) The Details of SETGAMMA : SETGAMMA runs for each
EV i upon its arrival and sets the commitment variable γi to
a non-zero value if there is enough resource and one of the
following conditions are satisfied: (i) less than α fraction of
the resources in the availability window of EV i are allocated
(or reserved), i.e.,

∑
t∈Ti

∑
j y

t
j ≤ α(di − ai + 1)P ; and (ii)

the unit value of EV i (i.e., vi/Di) is more than average unit
value of the previous EVs available in interval [t−∆, t],∆ ≥ 0
(index these EVs by j) with γj = 1. Here, ∆ and α are
parameters to be set by scheduler and affect the performance
of the algorithm. As ∆ grows, the algorithm looks to more
historical data of the previous EVs. Intuitively, rule (ii) states
that if a set of users with average unit value of ρavg deserve
full charging commitment, a user with unit value greater than
ρavg deserves some degree of charging commitment as well.

In simulations, we investigate the impact of these design
parameters on the performance of the algorithms.

3) The Details of PRESCHEDULEEV : If SCOMMIT gives
charging commitment to EV i, then procedure PRESCHED-

Algorithm 4: RESCHEDULEEVS

Input: N t

Output: A new charging decision for time slot t

1 Sort EVs in Wt in a non-increasing order of their unit
value

2 while (
∑
j∈N t ytj < P ) ∧ (Wt 6= ∅) do

3 i← the next EV in ordered set Wt

4 if (∃j ∈ Ct : vi/Di >

vj/Dj)∨
[
(
∑
j∈N t ytj < P ) ∧ (

∑
i x

t
i < C)

]
then

5 Pause charging of EVs with lower priority (if
necessary) without violating charging
commitments

6 yti ← min{ki, rti , P −
∑
j∈N t ytj}

ULEEV is called to reserve resources for EV i. The reservation
policy applied by PRESCHEDULEEV is to charge the EV with
the maximum possible charging rate at each time slot.

4) The Details of RESCHEDULEEVS : If γi = 0, the type
of EV i still could be evaluated for an ordinary uncommitted
charging. Therefore, the procedure RESCHEDULEEVS listed
in Algorithm 4 is called to check EV i’s eligibility to receive
resource at the current time slot. The set Wt keeps the list of
EVs waiting to get charged at time slot t. The RESCHED-
ULEEVS evaluates EVs’ profile in Wt for possibility of
allocating released resources. The procedure gives priority to
the EVs with higher unit values.

IV. MECHANISM DESIGN FOR SELF-INTERESTED USERS

In this section, we represent the EV scheduling scenario
as a game model and then, we extend our algorithm in the
previous section to satisfy the game theoretical properties.

A. Formal Game Model

In the previous section, we assumed that the users report
their type (see Definition 1) truthfully. However, in reality
a self-interested user may misreport his type to increase
his own utility. Such scenario can be modeled as a game,
with the players (denote by P) being EVs and the ag-
gregator (charging station). Let πi = 〈ai, di, vi, Di, ki〉 and
π̂i = 〈âi, d̂i, v̂i, D̂i, k̂i〉 be the true and reported types of user i,
respectively. We consider direct revelation mechanisms where
each user submits its type π̂i chosen from set S of all possible
types. Then, a mechanism denoted by (A, p) is composed of an
allocation rule (a.k.a. social choice rule) A : SN → {0, 1}N
and a payment rule p : SN → RN . To cope with the selfish
users and implement desired allocation rule in a strategic
setting, the goal is to design mechanisms that are able to satisfy
the game theoretical propeties such as to promote truthfulness.

Note that the reported type π̂i may not be equal to the
true type πi which is private for each user. Similar to the
prior works [5], [33], we assume no early arrivals and no late
departures. More formally, we assume âi ≥ ai and d̂i ≤ di
for all i ∈ N . These assumptions make sense in practical
scenarios. Therefore, the strategy space for each user includes
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any type that satisfies above conditions. Let “�” denotes the
partial order of types, where

π̂1 � π̂2 ≡ (â1 ≤ â2) ∧ (d̂1 ≥ d̂2) ∧ (v̂1 ≥ v̂2)

∧(D̂1 ≤ D̂2) ∧ (k̂1 ≥ k̂2).

If π̂1 � π̂2, we say π̂1 dominates π̂2. Generally, π̂1 � π̂2 if
π̂1 is more valuable and easier to handle for charging station
compared to π̂2. π̂1 � π̂2 is also defined similarly and equals
to (π̂1 6= π̂2)∧(π̂1 � π̂2). We also define payment rule pi(π̂N )
which determines the payment of user i at departure.

We use a quasi-linear utility function for user i as follows:

ui(π̂N ) = (γi +
1

D̂i

di∑
t=ai

yti)v̂i − pi(π̂N ), (4)

where π̂N is the set of all reported types. The maximum
utility is achieved when the user receives full commitment
(i.e., γi = 1) along with the entire demand.

B. Extending the SCOMMIT to a Dominant Strategy Incentive
Compatible Mechanism

To design an efficient mechanism, several desirable proper-
ties are required by the underlying game theory model. These
properties include individual rationality (IR), budget balanced
(BB), allocative efficiency (AE), and dominant strategy incen-
tive compatibility (DSIC) (a.k.a truthfulness or strategyproof-
ness), and generally need that the allocation rule meet some
specific conditions. In this paper, we will focus on IR, BB and
particularly DSIC properties where the latter is important for
practical mechanism design.

Definition 3 (IR). Mechanism (A, p) is “individually ratio-
nal” if players always get non-negative utility.

Definition 4 (BB). Mechanism (A, p) is “budget-balanced”
if the total payment by the players (i.e., including EVs and
charging station in our scenario) is zero i.e.,

∑
i∈P pi(π̂i) = 0.

Definition 5 (DSIC). Mechanism (A, p) is “dominant strategy
incentive compatible”, “truthful”, or “strategyproof” if the
best strategy of each user is to adapt strategy π̂i = πi,∀i ∈ P .

The IR property is important as it ensures that users are
not forced to participate. With the BB property, there are no
net transfers in or out of the system. The truthfulness property
ensures that no user can benefit by deviating from its true type.
Toward our goal to design a mechanism satisfying the afore-
mentioned properties, we first design a truthful mechanism,
then show that it satisfies IR and BB properties, as well.

The following definition of monotonicity from a celebrated
result by Myerson [34] is the key in the game theoretical
analysis in the rest of this section.

Definition 6 (Monotonicity). Allocation rule A is mono-
tone if for any types π̂i and π̂′i where π̂′i � π̂i, we have
ui(π̂−i ∪ {π̂′i}) � ui(π̂−i ∪ {π̂i}).

In above definition, π̂−i denotes all reported types except
π̂i and ui(π̂−i ∪ {π̂i}) is the utility of user i with profile π̂i
when reported types of other users are fixed.

t=1 t=2 t=3 t=4

(2,4,1,2,1)

(ai, di, vi, Di, ki)

(1,2,10,2,1)

1

2

(a)

t=1 t=2 t=3 t=4

(3,4,1,2,1)(1,2,10,2,1)

1 2

(b)
Fig. 2: Failure of monotonicity by the SETGAMMA

Theorem 1. [33] Let A be an scheduling mechanism. There
is a payment rule p such that the mechanism (A, p) is strategy-
proof if and only if A is monotone.

According to [5], [33], for a deterministic allocation mech-
anism to be monotone, pi(π̂N ) for each user who receives full
service (in our case, all the demand with full charging commit-
ment) should be equal to its critical value which is essentially
the minimum v̂i that user i can report and receive the same
service. In our case where users can be partially allocated (i.e.,∑di
t=ai

yti < D̂i) or receive partial charging commitment (i.e.,
γi < 1) the payment proportionally calculated according to the
received service. More formally, let vcr

i be the critical value of
user i i.e., vcr

i = min{v′i : v′i ≥ 0, γ′i = γi ∧
∑
t y
′t
i =

∑
t y
t
i}

where γ′i and
∑
t y
′t
i are respectively the charging commitment

and total received power when the reported valuation is v′i.
Then, the payment of user i is defined as follows:

pi(π̂N ) = (γi +
1

D̂i

∑
t

yti)v
cr
i . (5)

If user i receives no resources, pi(π̂N ) = 0. In practical
cases, it is straightforward to calculate pi(π̂N ) at EV i’s
departure time by removing the EV from users of interval
[ai, di] and running scheduling algorithm again to find the
payment value. For the details, we refer to [9], [35]. Given
the definition of pi(π̂N ) in Equation (5), it just remains to
prove the monotonicity of the proposed algorithm according
to the utility function in Equation (4).

The following example, however, shows that SCOMMIT
is not truthful since SETGAMMA as a sub-procedure called
in SCOMMIT is not monotone. In fact, both conditions that
SETGAMMA checks for giving commitments can be misused
by a selfish user to increase its utility.

Example 1: Consider the scenario with T = 4 and
P = 1 as shown in Fig. 2a and assume that α < 1/3 and
th > 1/2 in the SETGAMMA. At slot 1, EV 1 arrives with
type π̂1 = 〈1, 2, 10, 2, 1〉. According to the condition in Line 5
of SETGAMMA, EV 1 receives the charging commitment of
γ1 = 1. Subsequently, the scheduler reserves all resources
at slots 1 and 2 for EV 1 by PRESCHEDULEEV. Later at
slot 2, EV 2 arrives with type π̂2 = 〈2, 4, 1, 2, 1〉. With this
type, however, EV 2 cannot pass any of two conditions in
SETGAMMA. Surprisingly, EV 2 can postpone its arrival to
slot 3 (as shown in Fig. 2b) without delaying its departure
(i.e., π̂′2 = 〈3, 4, 1, 2, 1〉), and receives the charging commit-
ment by passing the first eligibility condition. This violates
monotonicity of SETGAMMA since π̂2 � π̂′2.

The reason that SETGAMMA cannot provide monotonicity
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is that the decision on commitment degree is made based
on the fraction of free resources at the availability window
of the EV and not the actual amount. It is straightforward
to construct another similar example to show that how the
monotonicity of SETGAMMA can be violated by the second
eligibility condition as the threshold is calculated based on
the recent users’ profile and is not a pre-determined value.
Therefore, if a user arrives just after a group of users with low
unit values, it is more likely to receive charging commitments.

To overcome these issues, our proposal is to replace the “if
condition” in Line 5 of SETGAMMA with the following∑

t∈Ti

∑
j∈N t

ytj ≤ δ1Di, (6)

where δ1 is a constant design parameter. Similarly, we change
the “if condition” in Line 10 with

vi/Di > δ2, (7)

where δ2 is constant. Note that δ1 and δ2 are independent from
EVs’ arrival and departure time. Based on the above discus-
sion, we propose a mechanism which is truthful, individually
rational and budget-balanced.

Theorem 2. Let TCOMMIT be the online algorithm that
replaces the if conditions in Lines 5 and 10 in SETGAMMA
with Equations (6) and (7), and uses utility and payment
functions defined in Equations (4) and (5), respectively. Then,
the scheduling mechanism (TCOMMIT, p) guarantees DSIC,
IR, and BB properties.

V. SCHEDULING DESIGN WITH
GROUP-STRATEGY-PROOFNESS

The aim of designing truthful mechanisms is to encourage
users to report their true values. However, this goal cannot be
fully achieved by individual strategy-proofness. More specifi-
cally, in a truthful scheduling mechanism, it might be possible
that a group of users collude to increase the utility of members
by being untruthful. It is also possible that a user behaves
against others by reporting its profile such that its utility does
not change but at least another user’s utility degrades.

Definition 7. Scheduling mechanism A is weak group-
strategy-proof if no group of users can collude to increase
the utility of all members of the group by deviating from their
true values. Also, A is strong group-strategy-proof if none of
the members can obtain higher utility by gaming the system.

Hereafter, when we write group-strategy-proofness it refers
to the strong version as a weak group-strategy-proof mecha-
nism does not provide full incentive for users to not lie. Now
we formally define group-strategy-proofness. Let J ⊆ N be a
coalition of users. In addition, we assume πi = π̂i,∀i ∈ N\J .
Then, group-strategy-proofness states that if

ui(π̂−i ∪ {π̂i}) ≥ ui(π̂−i ∪ {πi}),∀i ∈ J ,

it implies that

ui(π̂−i ∪ {π̂i}) = ui(π̂−i ∪ {πi}),∀i ∈ J .

In other words, if the utility of no member of group J has
lessen when the group members lie about their profile then,
none of them should end up with a better utility. Truthfulness
is a special case of group-strategy-proofness with |J | = 1.

An investigation on TCOMMIT reveals that it is not group-
strategy-proof. As a simple example assume that J = N and
v̂i = vi

z ,∀i ∈ N , z > 1. Then, considering that the reported
value of all users divided by constant z > 1, the charging
priorities stay unchanged and all users receive the same service
as in the first case. However, according to payment function
in Equation (5), all users pay 1/z of the price they should
have paid in the first scenario. In fact, users can decrease their
payment arbitrarily by choosing larger values of z.

Unfortunately, it is not straightforward to make TCOMMIT
group-strategy-proof. Rather, we employ the existing group-
strategy-proof algorithms in other domains by adjusting them
into our model. To this end, we first provide some definitions.
Let Qt and Qi ⊆ N be set of users who get charged at
time slot t and interval T̂i = [âi, d̂i] respectively where
Qi =

∑
t∈T̂i Q

t. Also, Q is set of all charged EVs in interval
[1, T ] satisfying Q =

⋃n
i=1Qi =

∑T
t=1Qt. Let C(Q) be

the total payment by the users in set Q. Define pi(π̂Q) as
the payment rule such that: (i) pi(π̂Q) = 0 if i /∈ Q, and
(ii)

∑
i∈Q pi(π̂Q) = C(Q). The key of designing a group-

strategy-proof mechanism is to make payment function cross
monotonic [36]. A payment rule is cross monotonic if for each
user i ∈ Q it holds that pi(π̂Q) ≥ pi(π̂N ).

In [36], a general mechanism, called M(p), is designed for
a binary system where each user receives the entire service or
nothing. Moreover, it is assumed that the service is always
available for a user unless he is not willing to pay the
corresponding cost. The mechanism M(p) is as follows:

1) Q ← N
2) Select an arbitrary user and drop it from Q if

ui(π̂Q) ≤ 0
3) Repeat step 2 until for all users in Q, ui(π̂Q) > 0

Theorem 3. [36] Mechanism M(p) is group-strategy-proof
for any cross-monotonic payment rule p.

To have a group-strategy-proof scheduling algorithm for
SWMP, mechanism M(p) should be justified into our model.
The main steps include designing a cross-monotonic payment
function and to consider the fact that in our model, some
users may not be able to get their service regardless of the
amount they are willing to pay. Besides, in our model partial
charging is allowed and an EV may receive only a fraction of
its demand. Developing a cross-monotonic payment function
requires that the total payment C(Q) by the users is known
beforehand. However, in our online setting users arrive on-
the-fly and the total payment cannot be calculated without
having information about other types. To overcome this issue,
we develop a time slot based scheduling mechanism. The idea
is to design a mechanism which is group-strategy-proof for
group of EVs of a single time slot and run the mechanism
for all time slots t = 1, . . . , T . In this case, uti(π̂Qt) denotes
the utility of user i at time slot t with the set of charged EVs
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Qt = {i : yti > 0}, i.e.,

uti(π̂Qt) = v̂i(
yti

D̂i

+
γi

d̂i − âi + 1
)− pti(π̂Qt), (8)

and ui(π̂N ) =
∑
t∈T̂i u

t
i(π̂Qt). Moreover, pti(π̂Qt) is the price

that user i pays for the amount of resource that he receives at
time slot t. The payment for user i at each time slot t ∈ T̂i is
defined as

pti(π̂Qt) =
yti

D̂i

+
γi

d̂i − âi + 1
− |Q

t|
c
, (9)

where c > 0 is a constant set by the charging station. In a
case that Q is empty, pti(π̂Qt) = 0. The total payment by user
i is the summation of its payments at different time slots:

pi(π̂Q) =
∑
t∈T̂i

pti(π̂Qt) = (1/D̂i

∑
t∈T̂i

yti) + γi − |Qi|/c. (10)

Corollary 1. The payment function in Equation (10) is cross-
monotonic.

Based on the above discussion, we propose an online al-
location algorithm with group-strategy-proofness (GCOMMIT)
as listed in Algorithm 5.

Algorithm 5: GCOMMIT:∀t ∈ {1, 2, . . . , T}
Input: Available EVs at time slot t
Output: A feasible scheduling for time slot t

1 Q ← N , pi(π̂Q)← 0

2 Mt ← the ordered set of EVs available at time slot t
such that v̂1/D̂1 ≥ v̂2/D̂2 ≥ · · · ≥ v̂|Mt|/D̂|Mt|

3 Qt ←Mt

4 si ←
∑i
j=1(k̂j − ytj) for i = 1, . . . , |Mt|

5 nt ← (arg maxsi<P i) + 1
6 Qt ← {j : j ≤ nt}
7 for j = 1, . . . , nt do
8 if

∑
i x

t
i = C then

9 Break the “for” loop

10 δ ← min{k̂j−ytj ,
∑t
τ=âj

yτj − D̂j , P −
∑
j∈Mt ytj}

11 ytj ← δ
12 update xtj
13 if t = âj then
14 γj ← ytj/D̂j

15 ptj(π̂Qt) =
ytj

D̂j
+

γj

d̂j−âj+1
− |Q

t|
c

16 if d̂j = t then
17 pj(π̂Q) =

∑
t′∈T̂j p

t′

j (π̂Qt′ )

18 if
∑
t′∈T̂j y

t′

j = 0 then
19 Drop j from Q

Theorem 4. GCOMMIT is group-strategy-proof.

VI. ON THE COMPETITIVE RATIO OF PROPOSED ONLINE
ALGORITHMS

The performance of an online algorithm is determined by
its competitive ratio [25] in which the algorithm is compared

to the offline optimal solution in the worst case. Let ALG
and OPT denote the objective value achieved by the online
algorithm and the offline optimal solution, respectively. Then,
the online algorithm is c-competitive for c ≥ 1, if for any
feasible input sequence we have OPT

ALG ≤ c. Our proposed
online algorithms in this paper provide on-arrival commitment.
A commitment given at time slot t can be fully adhered at
the same time slot if Di ≤ ki, or it may require resource
reservation in subsequent time slots t+1, t+2, . . . , which we
refer to it in this case as commitment with reservation. When
we talk about commitment it refers to the latter case.

Theorem 5. There is no competitive online scheduling algo-
rithm “with reservation” for SWMP.

The result in Theorem 5 expresses that regardless of how in-
telligent the scheduling algorithm with on-arrival commitment
is, the adversary can construct a worst-case input, such that
the value obtained by the online algorithm as compared to the
offline optimum is arbitrarily small. Consequently, this result
demonstrates that deciding on the charging commitments is
highly challenging and implies that it is not possible to
provide an upper bound for the competitive ratio of SCOMMIT,
TCOMMIT and GCOMMIT. However, it is possible to obtain a
competitive ratio for the algorithms in special case that they
give no charging commitment i.e., J2 is omitted from the
definition of the social welfare. In this case, J1 which reflects
total amount of resources received by the EVs represents the
social welfare and SWMP can be simplified as follows:

SWMP-R : max J1 =

n∑
i=1

vi
Di

∑
t∈Ti

yti

s.t. Constraints (3b), (3d)− (3i)

Theorem 6. Assume that (i) there is always enough charg-
ing slot in the station to charge EVs and, (ii) SCOMMIT,
TCOMMIT and GCOMMIT are modified such that they set
γi = 0,∀i while the rest of their code remains intact. Then,
SCOMMIT, TCOMMIT and GCOMMIT are 2-competitive with
optimal offline solution of SWMP-R.

VII. SCHEDULING UNDER PARTIAL AVAILABILITY OF
FUTURE INFORMATION

The scheduling algorithms in this paper are pure online
as they are designed based on the assumption that zero
information about the type of future coming EVs is available.
In practice, however, it might be possible that the charging
station has partial knowledge of the future demands [37].
For example, mobile EVs in a city can submit their charging
demand using onboard units (OBUs) before they arrive to the
charging station [38]. In this case, the charging station can
improve the scheduling by utilizing the amount of the time that
it takes for the EVs to drive to the charging station. In a simple
form, we can assume that the station is aware of the EVs’ type
W time slots before their arrival where 0 ≤ W ≤ T . W = 0
represents the pure online and W = T is the offline scenario.
Our scheduling algorithms can be modified to adapt to this
scenario. We give here explanations to extend SCOMMIT and
omit the extension of other algorithms.
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Let At be set of EVs which will arrive in time interval
[t,min{T, t + W}]). Then, to extend SCOMMIT, we add
following steps in the beginning of SETGAMMA and after
Line 1: (a) sort EVs in set At in non-increasing order of their
unit value where t is the current slot. (b) select one EV (say
i) at a time from sorted list and allocate maximum feasible
amount of resource in interval [max{t, ai},min

{
T, t+W

}
].

(c) update γi according to allocated resources in [ai, di]. (d)
set Di ← Di −

∑
t y
t
i and continue running SETGAMMA as

explained in the algorithm box (Lines 2− 11). The impact of
W on the performance is investigated in Section VIII-B3.

VIII. SIMULATION RESULTS

A. Settings

We consider charging scheduling of EVs during a day
divided to 24 time slots of length 1 hour. In the simulations,
we use the battery capacity and maximum charging rate of
10 popular EV models as summarized in Table IV. As in
[11] and [14], we assume that arrival times follow a Poisson
distribution and parking times follow an exponential distri-
bution with the mean arrival and parking duration indicated
in Table V. The peak intervals include 08:00-10:00, 12:00-
14:00 and 18:00-20:00 which is in accordance to NHTS survey
2009 [11], [39]. Demands are uniform random values from
[ki(di − ai + 1)/2s,min{ki(di − ai + 1)/s, ci}] where ci
is the battery capacity of EV i. Based on the US national
energy price average ($0.11 per kWh) [40] the willingness
of a user to pay for 1 kW of power is a uniform random
number from interval [0.08, 0.2]. The parameters ∆ and α
in the SCOMMIT algorithm are set to 3 and 1, respectively.
Moreover, δ1 and δ2 in TCOMMIT by default are set to 20
and 0.2, respectively. Recall that when an EV arrives to the
charging station, SCOMMIT tends to give a higher charging
commitment as α increase from 0 to 1. The same holds for
TCOMMIT when δ1 increases and δ2 decreases. Therefore,
higher values of α, δ1 and 1/δ2 means that the algorithms
give charging commitment blindly.

For the charging station, the default value of power capacity
constraint is 200 kW and the number of charging slots is
100. In simulation figures, the results are plotted with a 95%
confidence level and each data point represents average result
of 50 random scenarios. We compared the proposed methods
to non-truthful non-committed optimal offline solution labeled
as OPT and two classic scheduling algorithms, i.e., Earliest
Deadline First (EDF) and First-In First-Out (FIFO). As the
names suggest, EDF always schedules an EV with earliest
deadline and FIFO gives the priority to a user which is arrived
earlier. To obtain optimal values, we used Gurobi solver [41].

B. Results

1) The impact of the number of EVs: We investigated the
performance of our solution when the number of EVs varies.
Toward this, we changed the number of EVs from 50 to 300
and reported the results in Fig. 3. In Fig. 3a, we compared
different algorithms based on their social welfare, i.e., the
value of objective function in Equation (3a). Generally, higher
performance is expected when the charging capacity (equal to
200 kW) and number of charging slots (equal to 100) are

TABLE IV: Characteristics of popular EV models

Model Max. charging rate Battery capacity
BMW i3 7.4 kW 22 kWh / 33 kWh
Chevy Spark EV 3.3 kW 19 kWh
Fiat 500e 6.6 kW 24 kWh
Ford Focus Electric 6.6 kW 23 kWh
Kia Soul EV 6.6 kW 27 kWh
Mercedes B-Class Electric 10 kW 28 kWh
Mitsubishi i-MiEV 3.3 kW 16 kWh
Nissan LEAF 3.3 kW / 6.6 kW 20 kWh / 24 kWh
Tesla Model S 10 kW / 20 kW 60 kWh / 100 kWh
Tesla Model X 10 kW /20 kW 60 kWh / 100 kWh

TABLE V: Default EV arrival rates and mean parking times

Time interval Arrival rate Mean parking time
08:00-10:00 14 10
10:00-12:00 10 1/2
12:00-14:00 20 2
14:00-18:00 10 1/2
18:00-20:00 20 2
20:00-24:00 10 10
24:00-08:00 0 0

enough to charge all or most of EVs. This is because in
such conditions, the scheduling problem is less challenging
and our algorithms need less intelligence to be close to OPT.
However, as the number of EVs (and thus total demand) grows
without increasing slot and power capacity constraints, more
and more EVs loose the opportunity of getting charged. In such
scenarios the scheduling is more challenging as less number of
EVs can get charged. Consequently, the expansion of solution
space makes the scheduling more challenging for the proposed
algorithms and the optimality gap slightly increases. This
can be observed in Fig. 3a-3c. Note that FIFO and EDF
only consider J1 (i.e., total valuation of processed demands).
Therefore, they cannot provide a good level of social welfare
in Fig. 3a. Moreover, Fig. 3b reveals that these algorithms do
not scale well as number of EVs increases. In terms of social
welfare, SCOMMIT, TCOMMIT, and GCOMMIT are 93%, 92%
and 61% of the optimal solution, on average. SCOMMIT works
better than TCOMMIT when the EV numbers is “≤ 125” and
it is reverse for larger values. The reason is that the value of
input parameters α, δ1 and δ2 in SCOMMIT and TCOMMIT are
fixed regardless of the number of EVs. Therefore, depending
on the values of the input parameters, either SCOMMIT or
TCOMMIT could act better than the other one.

To investigate the strengths and weaknesses of different
methods in more details, in Figs. 3b and 3c, we reported
the performance of the algorithms in terms of different com-
ponents of social welfare, i.e., J1 (as a measure of total
power received by the EVs) and J2 (as a measure of given
commitments) as defined in Equations (1) and (2), respectively.
According to the results, GCOMMIT has very small optimality
gap when the comparison is made based on J1 while in terms
of J2, in Fig. 3c, the gap is as large as 80%. This large gap
is a result of GCOMMIT’s behavior which puts the priority
to provide group-strategy-proofness and gives no commitment
that requires reservation (See Section III).

2) The Impact of Design Parameters: In this simulation,
we examined the impact of design parameters 0 ≤ α ≤ 1 in
SCOMMIT, and δ1 > 0 and 0 ≤ δ2 ≤ 1 in TCOMMIT to find
appropriate default parameter setting. In Figs. 4a-4c, the result
for each algorithm is plotted for different number of EVs and
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Fig. 3: The impact of the number of EVs on the performance of the proposed algorithms.
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Fig. 4: The effect of input parameter α on SCOMMIT, and parameters δ1, δ2 on TCOMMIT.

different values of input parameters. An immediate observation
is that the performance of both SCOMMIT and TCOMMIT
are sensitive to design parameters. The impact of parameters,
however, is different for different number of EVs. The results
in Fig. 4a show that when the number of EVs is less than
150, the performance of SCOMMIT improves as α increases.
Observe that with higher values of α SCOMMIT gives more
commitments. In low load regime with small number of EVs,
always enough resources are available to charge all or the
majority of EVs. Therefore, the best strategy in such scenarios
is to set α to its maximum value. In high load regimes, e.g.,
n = 200, large values of α may degrade the performance as
the algorithm gives charging commitments to EVs blindly in
the presence of resource shortage.

In TCOMMIT, δ1 is similar to α in SCOMMIT but it acts
reversely. According to Equation (6), more charging com-
mitments are given with lower values of δ1. With a similar
justification discussed regarding the effect of α in SCOMMIT,
the results for TCOMMIT in Fig. 4b indicate that small (resp.
large) values of δ1 should be used for small (resp. large)
number of EVs (approximately, δ1 = n/5 results in maximum
social welfare). Moreover, it can be seen from Fig. 4c that
0.15 ≤ δ2 ≤ 0.2 eventuate to the best results for TCOMMIT.
Note that online algorithms have no information on the number
of EVs. However, one can estimate the number of EVs based
on the historical data and set the input parameters accordingly.

3) Performance of SCOMMIT with Partial Future Infor-
mation: In this section, we investigated the performance of
an extended version of SCOMMIT explained in Section VII,
assuming that at each time slot t the algorithm is aware of the
type of EVs which are available in the next W times slots for
W = 0, 1, . . . , 12. It can be seen from Fig. 5 that by increasing
W , SCOMMIT provides a better scheduling and achieves a
higher social welfare. The improvements for 100, 200, and 300

EVs are 8%, 6% and 9% respectively when W changes from
0 to 12.
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Fig. 5: The effect of parameter W in SCOMMIT.

IX. CONCLUSION

This paper studies online EV charging scheduling with on-
arrival commitment and group-strategy-proofness. Given the
rapid increase in EV charging demand, the aggregate request
of deadline-constrained EVs may be beyond the maximum
tolerable rate of the charging station. Consequently, some EVs
may leave the station by the deadline without receiving their
charging request, thereby providing on-arrival commitment is
vital for a proper design. We propose several online scheduling
algorithms with on-arrival commitment. We then analyze their
(group)-strategy-proofness, as a salient feature that simplifies
the system design by promoting users to report their true
profiles. Our extensive simulations demonstrate that beside the
apparent benefit of on-arrival commitment on improving user
satisfaction, the performance of our scheduling algorithms is
close to the optimal offline scheduling without commitment.

As a future work, we plan to study the scheduling problem
in a network of charging stations where the goal is to achieve a
global optimal solution or a near-optimal distributed solution.
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APPENDIX

A. Proof of theorem 5

Assume A is an online c-competitive algorithm with on-
arrival charging commitment with reservation (c ≥ 1). We
show by a counter-example that c can be arbitrary large.
Consider the moment that algorithm A gives on arrival charg-
ing commitment with reservation to an EV. Assume that the
commitment is given to EV i with type πi = 〈ai, di, vi, Di, ki〉
at time slot ai and the EV received an amount of y(ai)i at the
first time slot. Let δ = γiDi−y(ai)i be the amount of resource
that should be reserved at interval [ai+1, di] for the EV. Also,
let ∆ be the total amount of resources reserved in interval
[ai + 1, T ] for EVs arrived before time slot ai + 1. Note that
since algorithm A is online, it has no information about EVs
arriving in interval [ai + 1, T ] and we are allowed to set their
type arbitrary as an adversarial input for the algorithm. We
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set the adversarial input as follows. At time slot ai + 1, EV n
arrives with type πn = 〈ai + 1, dn, vn, Dn, kn〉 as the last EV
arriving to the charging station with dn = T, vn = L,Dn =
P (T −ai+1)−∆+δ and kn = P where L is a large enough
number to satisfy vn

Dn
>

vj
Dj
,∀j ∈ {1, . . . , n−1}. Since EV n

has the highest unit value, it should receive all its demand in
the optimal solution. Assume that algorithm A is smart enough
to assign all remaining resources (i.e., P (T − ai + 1) − ∆)
to EV n and obtain an objective value of A1 for the SWMP.
However, algorithm A could obtain better result (denote as
A2) if it does not reserve δ kWh to EV i and instead allocate
Dn kWh to EV n to fully charge it. By increasing the value of
vn the performance gap between the two cases (i.e., A2−A1)
increases as well. If user n sets vn large enough to satisfy
A2 > c × OPT + A1 which is possible as there is no upper
limit on vn, then the competitive ratio of algorithmA is greater
than c which is a contradiction. Therefore, algorithm A cannot
be c-competitive.

B. Proof of Theorem 2

We first prove the truthfulness property by contradiction by
utilizing Theorem 1.

Assume TCOMMIT is not monotone. Therefore, there should
exists a scenario that if a user i submits two different types πi
and π′i with πi � π′i it should hold that ui(π−i ∪ {π′i}) >
ui(π−i ∪ {πi}). πi � π′i requires that at least one of the
following cases hold: a) (ai < a′i) ∧ (di = d′i) ∧ (vi =
v′i)∧ (Di = D′i)∧ (ki = k′i), b) (di > d′i)∧ (ai = a′i)∧ (vi =
v′i)∧ (Di = D′i)∧ (ki = k′i), c) (vi > v′i)∧ (ai = a′i)∧ (di =
d′i)∧(Di = D′i)∧(ki = k′i), d) (Di < D′i)∧(ai = a′i)∧(di =
d′i)∧(vi = v′i)∧(ki = k′i), and e) (ki > k′i)∧(ai = a′i)∧(di =
d′i)∧ (vi = v′i)∧ (Di = D′i). We show that if any of the cases
a-e holds then ui(π−i ∪ {πi}) ≥ ui(π−i ∪ {π′i}) which is
contradiction. We first prove theorem when exactly one of the
conditions a-e holds and then generalize the proof:

a) In this case, EV i with profile πi arrives to the charg-
ing station a′i − ai time slots earlier. Note that TCOMMIT
allocates resources to an EV either by reserving resource by
SETGAMMAT or through normal competition of users at each
time slot. With earlier arrival, the probability of meeting first
eligibility condition in SETGAMMAT increases while it has no
effect on the second eligibility condition (See SETGAMMAT).
Therefore, γi cannot be decreased in this case but might be
increased. If SETGAMMAT does not set γi > 0, the amount
of resources that EV i can receive will be the same for arrival
times ai and a′i since the unit value of the user did not change
and the EV preserves the same priority to receive resources.
Hence, in this case ui(π−i ∪ {πi}) ≥ ui(π−i ∪ {π′i}).

b) If a user extend his deadline, it is more likely to receive
charging commitment and resources. The argument here is
similar to the previous case.

c) When the valuation of a user increases, its unit value
increases and the EV can get higher priority to receive
charging commitment and resources according to first eligi-
bility condition in SETGAMMAT and the criterion (i.e., unit
value) used to determine priority of the user. Therefore, a
higher reported valuation by a user may increase his utility.
Consequently, ui(π−i ∪ {πi}) ≥ ui(π−i ∪ {π′i})

d) The argument for this case is similar to the previous one
as the unit value increases by reporting lower demand.

e) In no part of the SCOMMIT algorithm the charging rate of
EVs affects the selection of EVs to charge. Only when SCOM-
MIT is going to charge an EV, it sets the charging speed of EVs
based on their maximum charging rate. The charging speed is
always set to maximum value according to PRESCHEDULEEV
and RESCHEDULEEVS. ui(π−i ∪ {πi}) ≥ ui(π−i ∪ {π′i})
holds as with higher charging speed, an EV may receive more
resources by its deadline but not less.

According to the given discussion, all the above cases result
in ui(π−i∪{πi}) ≥ ui(π−i∪{π′i}) which is a contradiction. If
two or more of the above cases hold simultaneously, the same
contradiction still exists as the scenario can be transformed to
multiple scenarios where each one refers to one of the cases
a-e.

It remains to show that the proposed mechanism is budget-
balanced and individually rational. Each EV owner pays to the
charging station according to the payment rule in (5). If a user
receives no resources its payment is zero. Therefore, the total
payment by the EV owners is equal to the total revenue of the
charging station. This ensures budget-balanced property. To
prove that the mechanism is individually rational, we need to
show that ui(π̂i) in Equation (4) is always non-negative. Using
the payment function in Equation (5), the utility function
is simplified to ui(π̂N ) = (γi + 1

D̂i

∑di
t=ai

yti)(v̂i − vcr
i ),∀i.

Having vcr
i ≤ v̂i by definition and considering that γi, Di

and yti are non-negative, we get ui(π̂N ) ≥ 0,∀i. Thus, the
designed mechanism is individually rational.

C. Proof of Corollary 1

Equation (9) provides a cross-monotonic definition for pay-
ment at each time slot t since as the number of EVs who get
charged at the the time slot grows, the payment for each user
decreases. Similarly, pi(πQ) which is a summation over time
slot payments in Equation (9) is cross-monotonic.

D. Proof of Theorem 4

We first show that GCOMMIT applies a special version
of mechanism M(p) at each time slot and hence is group-
strategyproof when T = 1. Then, we extend the poof for
T > 1.
T = 1: Consider a single time slot t. In step 2 of mechanism

M(p), users are processed in an arbitrary order and each user
receives the service if its utility is greater than its payment.
Otherwise, it is dropped from set Q. A special form of
this step is employed by GCOMMIT where it processes all
users in time slot t according to their marginal valuation and
not randomly. As the information about all EVs who are
present in the charging station in time slot t is available, it
is straightforward to identify users who will get charged at
the current time slot denoted by Qt, based on the sorted list
and resource constraint P . This is done in Lines 4 − 6 of
the algorithm. Once the set Qt is identified, the next step in
mechanism M(p) is to allocate resources to the selected users.
The equivalent action in GCOMMIT is done inside the “for”
loop in Line 11. Finally, we drop users from set Q who reach
their deadline and did not receive any resources which is equal
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to last Step of mechanism M(p). Notice that we defined the
payment function in Equation (5) such that the user utility
is always greater than or equal to zero as this is required in
mechanism M(p) for selected users i.e, uti(πQt) > pti(πQt).
Moreover, pti(πQt) is cross-monotonic (see proof of Corollary
1). Therefore, it can be observed that GCOMMIT is group-
strategyproof for a single time slot t. That is, in each time
slot t = 1, . . . , T if uti(π−i∪{π̂i}) ≥ uti(π−i∪{πi}),∀i ∈ Qt
then it holds that uti(π−i ∪ {π̂i}) = uti(π−i ∪ {πi}),∀i ∈ Qt.
T > 1: We assume T = 2 and prove the theorem for a col-

lusion of two users i, j. The proof is similar when T > 2 and
with a larger group of users. For notational convenience, we
define a1 = u1i (π−i∪πi), a′1 = u1i (π−i∪π̂i), a2 = u2i (π−i∪πi)
and a′2 = u2i (π−i ∪ π̂i) to indicate the utilities of user i with
its true and reported type in time slot 1 and 2, respectively.
b1, b

′
1, b2 and b′2 are also defined similarly for user j. Since

GCOMMIT is group-strategyproof for a single time slot, the
following deductions are true:

(a′1 ≥ a1) ∧ (b′1 ≥ b1)→ (a′1 = a1) ∧ (b′1 = b1) (12)
(a′2 ≥ a2) ∧ (b′2 ≥ b2)→ (a′2 = a2) ∧ (b′2 = b2) (13)

The total utility of a user is summation of his utilities
in different time slots. Therefore, to prove that GCOMMIT
is group-strategyproof in general, we should show that the
following deduction is true:

(a′1 + a′2 ≥ a1 + a2) ∧ (b′1 + b′2 ≥ b1 + b2)→
(a′1 + a′2 = a1 + a2) ∧ (b′1 + b′2 = b1 + b2) (14)

The first part of the hypothesis (i.e.,a′1 + a′2 ≥ a1 + a2)
requires that one of the following cases hold:

A1 ≡ (a′1 ≥ a1) ∧ (a′2 ≥ a2),

A2 ≡ (a′1 ≥ a1) ∧ (a′2 ≤ a2),

A3 ≡ (a′1 ≤ a1) ∧ (a′2 ≥ a2)

Similarly, one of the following cases should hold according
to the second part of the hypothesis (i.e., b′1 + b′2 ≥ b1 + b2):

B1 ≡ (b′1 ≥ b1) ∧ (b′2 ≥ b2),

B2 ≡ (b′1 ≥ b1) ∧ (b′2 ≤ b2),

B3 ≡ (b′1 ≤ b1) ∧ (b′2 ≥ b2)

Considering different combinations of the above cases, the
hypothesis of Equation (14) can be stated in 9 different forms.
We now show that in all of these forms, the conclusion in
Equation (14) holds.
A1 ∧B1: In this case, the hypothesis of Equations (12) and

(13) hold and using the corresponding conclusions we have
(a′1 + a′2 = a1 + a2) ∧ (b′1 + b′2 = b1 + b2).
A1 ∧ B2: Let’s define p1 = b′1 − b1, p2 = b2 − b′2. Then,

from definition of B2 and hypothesis of Equation (14) we have
p1 ≥ p2. Therefore, b′2 + p1 ≥ b2 and we also have a′2 ≥ a2

from A1. With this observation and deduction (13) we can
write (a′2 = a2)∧ (b′2 + p1 = b2) which results in p1 = 0 and
turns the case to A1 ∧B1. Thus, the conclusion in deduction
(14) holds.
A1∧B3: The argument here is similar to the previous case.
A2∧B1: The argument here is similar to the case A1∧B2.
A2 ∧ B2: Combining A2 ∧ B2 with (12) we have (a′1 =

a1) ∧ (b′1 = b1). Therefore, hypothesis of (14) simplifies to
(a′2 ≥ a2) ∧ (b′2 ≥ b2) which results (a′2 = a2) ∧ (b′2 = b2)
using (13). Thus, the conclusion in deduction (14) holds.
A2 ∧ B3: Let p1 = a′1 − a1, p2 = a2 − a′2. Since we have

p1 ≥ p2 then, a′2 + p1 ≥ a2. Similarly, by defining q1 =
b1−b′1, q2 = b′2−b2 we have b′1+q2 ≥ b1. With this observation
and deductions (12) and (13) we can conclude (a′1 = a1) ∧
(b′1 + q2 = b1) and (a′2 + p1 = a2) ∧ (b′2 = b2). This results
in p1 = q2 = 0 and thus the conclusion in (14) holds.

The remaining cases A3 ∧ B1, A3 ∧ B2 and A3 ∧ B3 are
similar to cases A1 ∧B3, A2 ∧B3 and A2 ∧B2, respectively.

E. Proof of Theorem 6

The proof is follows from fact that when SCOMMIT, TCOM-
MIT and GCOMMIT provide no charging commitment, they
are equal to FIRSTFIT algorithm [42] which is proved to be
2-competitive. In the FIRSTFIT algorithm, at each time slot
with a new arrival, the jobs (EVs in our case) are sorted in a
non-increasing order of their unit values. Then, the algorithm
process jobs according to the sorted list such that for any two
jobs i and j with ρi > ρj , j can only receive some resources
if it cannot be allocated to i.

If SCOMMIT set γj = 0,∀j, then the charging decisions are
made by RESCHEDULEEVS. Observe that RESCHEDULEEVS
uses the same sorted list used by FIRSTFIT and follows
the same allocation policy. Moreover, TCOMMIT is different
from SCOMMIT only in the part that it sets the charging
commitment. Therefore, when no charging commitment is
given by the algorithms, TCOMMIT is equal to SCOMMIT.
Finally, we can observe that GCOMMIT also follows the same
approach where it sorts the EVs at each time slot and allocates
the maximum resource for each selected EV from the sorted
list (Lines 10−11 of Algorithm 5). Therefore, under SWMP-R
(formulated in Section VI), our proposed algorithms behave as
the FIRSTFIT.
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